3D Matching of resource vision tracking trajectories
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Abstract

Issues related to management and workforce play a key role in the productivity gap of construction and manufacturing. Both issues are directly related to the way productivity is measured. Current measurement methods tend to be ineffective because they are labour intensive, costly and prone to human errors whereas they are mainly reactive processes initiated after the detection of a negatively influencing factor. So far, research efforts in automating the measuring process have not achieved full automation because they require prior knowledge of the type of tasks performed in specific working zones. This is associated with the lack of depth information. For this purpose, this paper proposes a computationally efficient computer vision method for matching construction workers across different frames based on epipolar geometry, template and motion matching methods. The main result of this process is to provide a method for the acquisition of the 4D features (x, y, z, t) that compose the detailed profile of a construction activity in terms of both time and space.

1. INTRODUCTION

Construction industry, as highlighted by Teicholz (2004) based on data taken from the US Bureau of labour statistics, was seriously lagging in productivity from 1964 to 2003. The highest gap was reached in 2004 where the construction sector was left behind by 100%. In the construction industry productivity is a pace given by the labour output per work hour for each completed task (Thomas et al. 1990). The need to improve the performance of construction projects, has motivated many researchers to study the factors that are responsible for low labour productivity (Dai et al. (2009); Ng et al. (2004); Picard (2004); Wambke et al. (2011)). A comparison of previous studies (Cundecha (2012); El-gohary and Aziz (2014); Jarkas and Bitar (2012); Kuykendall (2007); Lim and Alum (1995); Makulsawatudom et al. (2004)) concludes that more than 77% of the negatively influencing factors are directly related to activities that take place on site (e.g. congestion, lack of materials, disruption, absenteeism, fatigue). The remaining 23% refers to external offsite factors, including problems out of the range of a jobsite (e.g. age, motivation), and internal offsite factors which have an indirect side-effect relationship to the onsite activities (e.g. weather, law regulations). The interesting observation regarding the highest category is that all these factors are directly connected to the measuring process.

However, currently applied methods for measuring labour productivity rely on observation techniques and manual collection of construction operation
details and they are mainly based on statistical analysis taken from representative work samples (Dozzi and AbourRizk (1993); Navon and Sacks (2006); Shehata and El-Gohary (2011)). As Navon and Sacks (2006) argue the measuring techniques have not changed significantly over the years. The authors also point out that construction managers do not have a clear and solid opinion regarding crucial subjects, such as the amount of time spent or specific activities, the productivity of each task and the reasons behind identified problems. Moreover, collecting data with high frequency and extent becomes a cumbersome process when the collection is manual. Given that in a construction site, multiple activities take place simultaneously and spread along a large area, i.e. excavation works, concrete pouring, etc., the task of recording everything in detail becomes time consuming and labour intensive. Therefore, problems most of the time are first detected (e.g. delays, congestion, lack of materials, absenteeism) and then reported by the surveillance engineers in order to proceed to corrective actions.

As described above, it is clear that there is a relationship between the factors that affect productivity and the level of implementation of automation in construction. To overcome the aforementioned limitations, this paper proposes an automatic method for matching construction resources (e.g. workers, machinery). The motivation that lies behind, is that productivity can be evaluated based on spatiotemporal (x, y, z, t) trajectory analysis. In order to extract these 4D trajectories, workers need to be initially detected, tracked and matched by applying computer vision methods. In this paper, we present the results of this process. The method was tested with data collected from a stereo camera system. The performance featured 86% precision, 79% recall and 78% accuracy. In the following section, we present the current state of research in automating the way productivity is measured while we also discuss studies which are related to our research objective. Then, we analyse the proposed solution using data from real case scenarios with workers intersecting their paths and performing their tasks close to each other and we present the experiments we performed to validate the proposed solution. In the last section, we present the conclusions of this study and a brief description of future work.

2. BACKGROUND

Current research efforts focus on the automation of measuring labour productivity in order to overcome the inefficiencies of current practices. Such efforts are based either on processing the spatiotemporal 3D information taken from GPS, UWB and RFID or on computer vision methods.

The former, are limited by the requirement of advanced knowledge regarding the type of tasks performed at specific work zones (T. Cheng et al. (2011); Tao Cheng et al. (2013); Hildreth et al. (2005); Navon and Goldschmidt (2003); Navon and Sacks (2006); Sedehi (2010)). Moreover, significant manual effort and cost is also required for maintaining and installing multiple tags (RFID JOURNAL 2014).

However, the latter have showed significant advantages, such as lower cost and rich data collection for post process analysis, ability to resolve issues of low-pace performance and train labourers (Bügler et al. 2014; Gong and Caldas (2010); Weerasinghe and Ruwanpura (2010)) as well as the potential to easily detect possible causes of malfunctions. Golparvar-Fard et al. (2013) and Zou and Kim (2007) focused on earthmoving’s equipment characteristic posture features,
identifying efficiently the working state (e.g. filling, dumping, hauling, digging, moving or non-working) and transforming it into productivity values. Similarly, Bai et al. (2008) utilize posture data through skeletonization for workers.

Overall, current research in automating productivity measurement is significantly constrained by two parameters. The first is the need of processing only a single type of task (e.g. excavation, hoisting, brick wall). The second is related to the lack of depth information (3D data). Therefore, current studies are obliged to provide prior knowledge about the work zone of each task.

Aiming to overcome the aforementioned limitations, M. Park et al. (2012) propose a triangulation method for extracting 3D tracking trajectories of construction resources based on epipolar geometry. Nevertheless, their methodology is constrained by the need of manually matching the entities with their corresponding 2D coordinates. Except from this stereovision approach that requires at least two cameras, depth information can also be recovered with only one camera through the utilization of world known positions (Lamża, et al. (2013); Tiwari (2010)). In detail, the former study incorporated the camera’s height and angle whereas the latter used a predefined set of lines with known distances from the camera, in order to compute the absolute position of the tracked objects with respect to the camera.

Concluding, all of the above approaches, for the evaluation of productivity are related to two main parameters. The first is associated to the unstable pattern of the construction tasks, in time and space i.e. construction activities are described by a multidimensional feature vector, as tasks get completed while the location changes. The second, refers to the diversity of activities e.g. hoisting, concrete pouring and casting. This paper focuses on solving the construction resources correspondence problem in order to achieve the extraction of workers’ characteristic activity profile, from 4D trajectory paths (x, y, z, t).

3. PROPOSED SOLUTION

Addressing this paper’s objective, we are proposing a method that automatically matches multiple construction workers from two different frames. The overall concept is analytically illustrated below (see Figure 1). The initial input data are videos taken from more than one cameras. In every N number of synchronized captured frames, a worker’s detector (Park et al. (2012)) is applied, in order to automatically initialize a 2D kernel based tracker (Ross et al. (2008)). Moreover, the tracker’s performance is improved by correcting its position through a worker’s detector (ManWoo Park (2012)). Then the centroid of the tracker’s bounding box, provides to the system, the workers’ 2D position. Having identified the areas of interest in each frame, we then need to match the centroids of the same workers for being able to extract their world position (3D data).
Figure 1. Overall proposed method for 3D matching using a stereo camera.

Epipolar geometry parameters are computed through stereo calibration. A checkerboard with known square size (60mm) was used for that purpose (see Figure 2). For better accuracy in 3D estimation, the calibration board was placed at approximately the same depth with the recorded tasks (Fathi and Brilakis 2014). Using epipolar geometry, the search area for finding one point’s correspondence in the other view, is constrained along the epipolar line. However, the use of tracker’s bounding box centroid creates some ambiguity, since worker’s posture varies across different views. Therefore, the 1D search area was expanded equally (8%) after testing different thresholds, from both sides of each epipolar line (see Figure 3).

Figure 2. Stereo Calibration
The matching across different views can easily become a multidimensional problem if more than one centroids lie within one epipolar line’s search band. To overcome this complication, two similarity features are utilized based on worker’s appearance and motion profile (see Figure 1). With regards to the first, normalized cross correlation was selected for template matching, since it is invariant to brightness and contrast variations (Perveen et al. (2010)). For computation efficiency, the tracker’s areas of interest from each view are used as source I(x) and template image T(x). The similarity value is calculated based on the following equation:

\[ R(x, y) = \frac{\sum_{x',y'} (T(x',y') * I(x+x', y+y'))}{\sqrt{\sum_{x',y'} T(x',y')^2 \cdot \sum_{x',y'} I(x+x', y+y')^2}} \]

The second feature takes into account worker’s past second motion 2D data. As illustrated in Figure 4 (see below), all the subvectors connecting the centroids of previously subsequent frames, are projected on the same plane. Then the average vector from each view is used as a comparison metric. In more detail, the algorithm searches to find a match for each average vector formed in one view (e.g. left), with one of the average vectors of another view (e.g. right frame) which are enclosed within the ABCD polygon, formed from the epipolar lines (see Figure 4). Since vectors are compared in order to have a positive match the angles \( \theta \) & \( \theta' \) have to be the equal as well.

The hypothesis tested in this paper is that the proposed method: (1) can be used for calculating workers 4D trajectories in a high rate (2) is computation efficient since only portions of the image are used for solving the correspondence problem. As mentioned above, the advantage of implementing computer vision methods for the calculation of construction recourses world position, is the ability of capturing multiple frames per second. In this way, the fourth dimension of time is captured in great detail.
4. IMPLEMENTATION AND RESULTS

The performance of the method presented in this paper was evaluated with a C# implementation in Microsoft Visual Studio.Net framework. It was developed in Visual Studio 2013 (IDE), running in a Windows 8.1 operating system. In order to call functions from OpenCV publicly available library, the Emgu CV platform was also installed. The data collection was performed with two web cameras Logitech 930e. The frame size provided is 1920x1080 pixels. The cameras were positioned at approximately 2.5 height and their in-between distance was 1m.

To measure the performance of the proposed method three metrics were used: precision, recall and accuracy. Precision is equal to the number of correctly matched workers (TP, True Positive) over the total number of correctly and incorrectly matched workers (TP + FP, True Positive + False Positive). Recall measures the methods' matching completion level and equals the number of workers correctly matched (TP) over the total number of correctly matched and not matched at all (TP + FN, True Positive + False Negative). Accuracy is ultimately extracted, representing the average correctness of the matching method. Accuracy is equal to the number of workers correctly identified (TP) and the number of workers that should not be matched (TN, True Negative), over the total number of the matched workers.

<table>
<thead>
<tr>
<th>Performance metrics</th>
<th>#</th>
<th>Performance metrics</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total TP</td>
<td>439</td>
<td>Accuracy</td>
<td>78%</td>
</tr>
<tr>
<td>Total FP</td>
<td>71</td>
<td>Precision</td>
<td>86%</td>
</tr>
<tr>
<td>Total TN</td>
<td>212</td>
<td>Recall</td>
<td>79%</td>
</tr>
<tr>
<td>Total FN</td>
<td>115</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The 3D matching method was tested by processing 2 videos which 1131 frames each. The stereo data included three workers performing real construction tasks (e.g. cleaning, material transportation), random motion and occlusions due to intersections or limited field of view. The primary results, as shown in Table 1, were promising as they were characterized by 86% precision, 79% recall and 78% accuracy. Some of the results are illustrated below (see Figure 5-6)

![Figure 5. One worker ID matching across stereo frames.](image)
5. CONCLUSIONS AND FUTURE WORK

In this paper, a computationally efficient method is proposed for solving the correspondence problem aiming to extract detailed (high frequency) 4D trajectories of construction workers. Epipolar geometry is primarily used by exploiting the centroid coordinates provided by a kernel based tracker. The method is enhanced with intensity and motion similarity values. Future work will focus on processing data with better frame rate since the demonstrated results in this paper were based only on 5 frames per second, in an effort to simulate the capturing rate of the construction site’s surveillance system.
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