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Abstract

Microfluidic Transport Studies on Lipid Vesicles

Michael Schaich

The plasma membrane is the outermost layer of a cell and separates it from the extracellular environment. The membrane, as well as the proteins that are anchored in it, plays a crucial role in the uptake and efflux of molecules. Lipid bilayers are therefore an important object of research in many fields of science, such as biophysics, pharmacology and synthetic biology. In this thesis, we develop new microfluidic methods that allow us to study the laws that govern the transport processes through lipid bilayers.

We use the novel microfluidic Octanol-Assisted Liposome Assembly (OLA) technique to obtain lipid vesicles which serve as model membrane for our studies. We perform a literature review, where we discuss OLA and other techniques to obtain liposomes in detail, before we provide a biophysical analysis of liposomes generated with OLA and compare them to vesicles obtained via traditional techniques. The biophysical analysis represents the first systematic evaluation of the properties of GUVs produced with the OLA technique to date. Using a fluorescence intensity assay, we show that OLA allows for the production of GUVs with binary lipid mixtures of DOPC-DOPG and DOPC-DOPE in the 1:3, 2:2 and 3:1 lipid ratio. GUVs with binary lipid mixtures of DOPG-DOPE are only stable in the 1:3 and 2:2 mixing ratio, but not in the 3:1 ratio. We attribute this behaviour to the high charge density of this mixture and the lipid polymorphism which makes it energetically unfavourable for certain lipid compositions to form lamellar structures. We furthermore investigate the lateral lipid diffusivity of DOPC and POPC vesicles produced with OLA using fluorescence recovery after photobleaching (FRAP) and compare it to that of vesicles obtained via the established electroformation technique. We find the lateral diffusion coefficients to be quantitatively similar and in the range of 1 µm²/s for the different lipid systems and techniques tested. Finally, using a dithionite bleaching assay, we quantitatively show the unilamellarity of OLA vesicles, confirming previous results.
After examining OLA vesicles for their suitability for transport measurements, we expand the OLA technique and develop a platform that allows for the on-chip fabrication and controlled exposure of liposomes to a solute of interest. This novel microfluidic platform combines OLA with a flow through system that enables us to measure transport and other membrane-active processes that occur in time scales of tens of seconds on chip. In this platform, we either use fluorescent labels or exploit the solute molecule’s autofluorescence to visualise the transport across the vesicle membrane. Using this new method, we investigate the permeability of small antibiotic molecules of the fluoroquinolone family and quantify the transport of the drugs ciprofloxacin and norfloxacin through liposome membranes. For PGPC membranes, we measure median permeability coefficients of $3.57 \times 10^{-6}$ cm/s for norfloxacin and $4.83 \times 10^{-6}$ cm/s for ciprofloxacin in a PBS buffer at pH 7.4. These values correlate with the partition coefficients of the drugs, as well as previous studies on their permeation into lipid vesicles.

In a second series of experiments, we investigate whether or not DNA nanostructures can act as ion channels and increase the membrane’s permeability towards protons. For these studies, we use a microfluidic perfusion assay that was previously developed by the Keyser group. In this assay, OLA-generated vesicles are immobilised on chip via vesicle traps and are either incubated with DNA nanopores or a buffer control, before being perfused with a low pH solution. By means of the fluorescent pH indicator HPTS, encapsulated inside the GUVs, the intravesicular proton concentration is monitored throughout this exposure. Our results do not suggest substantial enhancement of proton flux as a result of the incubation with the DNA nanopore. We attribute this behaviour to the low insertion efficiency of the DNA nanopore and the temporal resolution of the assay, which might be too low when put in context with the timescale of passive proton permeation to show a potentially flux enhancing effect of the DNA nanostructure.

Finally, we widen the scope of our technique by taking the first steps towards a new visualisation method based on the deep UV absorbance of molecules rather than fluorescence. Our results indicate that this new visualisation method can in principle be incorporated into a microfluidic assay and used to measure membrane permeability, however this imaging mode features a substantially lower signal to noise ratio compared to the design based on fluorescence, limiting its capabilities. The issue of low signal to noise ratio must be overcome before the absorbance assay can provide a true alternative to fluorescence-based microfluidic assays as a means to study membrane permeation.
All in all, our studies show that GUVs obtained with the novel OLA technique are viable alternative to vesicles generated with established methods such as electroformation. We successfully use OLA-generated vesicles to study a series of biophysical membrane parameters and conduct measurements on membrane permeability. We also demonstrate the versatility of the OLA technique by successfully incorporating it into complex microfluidic assays, exemplifying its potential for the investigation of membrane properties and its use in transport studies.
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Chapter 1

Introduction

*By the means of Telescopes, there is nothing so far distant but may be represented to our view; and by the help of Microscopes, there is nothing so small as to escape our inquiry.*

Robert Hooke, 1665 (in the preface of *Micrographia*)

The British philosopher and polymath Robert Hooke was the first human to observe a living microorganism under a microscope when he described the fungus *Mucor* on a piece of leather in his 1665 published *Micrographia* as “microscopical mushrooms” [1]. It was also Hooke who coined the term “cell” in his *Micrographia*, as the honeycomb-like structures he observed when looking at cork under his microscope reminded him of the cells of monks in a monastery [2]. At the time, Hooke did not realise that what he was seeing were the remaining cell walls of dead cork cells. It wasn’t for almost another 200 years, until the cell as the fundamental unit of life was recognised with the works of Schleiden, Schwann and Virchow in the mid 19th century [3]. Naturally, the envelope surrounding the cells was of particular interest from early on, as it sets the boundary of the cell and controls what goes into and out of the cell [4]. The theories regarding the function of the cell envelope go back to the 19th century. One of the earliest theories was proposed by the German botanist and plant physiologist Wilhelm Pfeffer in 1877. He conducted studies on the osmotic pressure within cells and concluded that the protoplasm of cells is surrounded by a thin layer that he called the “plasma membrane” [5, 6]. Pfeffer was not able to deduce the makeup of the plasma membrane from his experiments. However, he did speculate that the membrane is at least partially made up of proteins [5]. Due to his early work on cell membranes, he is sometimes referred to as father of membrane theory [6].
Gaining a better understanding of molecule transport through biological membranes is also the aim of the research presented in this thesis. However, before we begin to lay out our own research, let us briefly look into the past and see how our understanding of cell membranes has evolved since the days of Wilhelm Pfeffer.

The next crucial figure for the refinement of our understanding of cell membranes was the British biologist Ernest Overton. In his permeability measurements, 1899 published, Overton observed that ether soluble (nonpolar) substances can enter cells. In contrast, water soluble (polar) substances caused shrinking of cells \[7\]. Moreover, he recognised that the permeation of molecules correlates to their partition coefficient between water and oil \[6\] and concluded that the membrane is made from phospholipids and cholesterol \[6, 7\]. Phospholipids were known to Overton, as the French chemist Theodore Gobley had extracted phosphatidylcholine from several organic tissues and identified their chemical structure some 50 years earlier \[8\]. The structure of a phospholipid molecule is displayed in Figure 1.1. Phosphatidylcholines consist of two fatty acid chains, glycerophosphoric acid and choline. The remarkable feature of these molecules is their amphiphilic nature. Whereas the two fatty acid tail groups are hydrophobic, the glycerophosphocholine forms a hydrophilic head group \[4\]. From works by Langmuir in 1917, it was also known that phospholipids could form molecular layers \[6\].

\[A\] Structural Formula
\[B\] Calotte Modell
\[C\] Lipid Bilayer

Fig. 1.1. (A) Structural formula of a phospholipid molecule. The combination of a hydrophilic head group and two hydrophobic tail groups give rise to the amphiphilic nature of the molecule. (B) Calotte modell of a phospholipid molecule. The hydrophobic tails consist of two fatty acid chains. The head group is made up of a glycerol-3-phosphate to which other moieties such as choline can attach to. (C) Lipid molecules can form bilayers where the hydrophobic tails face each other and the headgroups face outwards. Image adapted from \[9\].
All these findings led Gorter and Grendel to propose the first membrane model of cells in 1925, according to which a single lipid bilayer covers the cell surface [6, 10]. The arrangement of lipid molecules in such a bilayer is depicted in Figure 1.1C. The phospholipid molecules are oriented in a way that the hydrophobic tail groups face each other, whereas the hydrophilic head groups face outwards [11]. This model was developed further in 1935, when Danelli and Davidson proposed that a protein layer is absorbed to each side of the bilayer [6]. Early electron microscopy studies by Robinson seemed to confirm this picture of biomembranes. In his 1959 review, he concluded that all membranes of biological cells follow a similar construction principle. According to him, they form a 7.5 nm thick three-layered structure where two protein layers are adsorbed to each side of the bilayer [6]. He called this structure the unit membrane [7]. Today, we believe that the triple layered structure observed by Robinson was likely an artefact stemming from the preparatory techniques of the time [11]. These caused extensive denaturing of the proteins and led to the structure that Robinson observed [11]. Robinson’s unit membrane was also not universally accepted in the field at the time and throughout the 1960s, several other membrane models were discussed [7, 11].

Fig. 1.2. Schematic of the fluid mosaic model. The backbone of the cell membrane is a lipid bilayer. Membrane proteins can be adsorbed to either side of the membrane, or span through the entire lipid bilayer. The proteins can freely diffuse laterally within the lipid membrane. Image from [9].

The next major refinement of the membrane model came from two scientists called Nicolson and Singer. Work on proteins throughout the 1960s let them to believe that proteins can also span through membranes. Furthermore, they observed labelled proteins as isolated spots on electron microscopy images [6]. In 1972 they proposed their highly influential membrane model called the fluid mosaic model, schematically drawn in Figure 1.2 [13]. According
to this model, the structure forming unit of the membrane is a single lipid bilayer. Proteins may be either adsorbed to the membrane, or span through it. The lipids are predominantly in their fluid state, allowing the proteins to freely diffuse laterally in the membrane [6]. Although this model has seen some refinement in the years since, the fluid mosaic model is still a widely accepted and highly useful model of biological membranes [6, 14]. Singer and Nicolson’s picture of the fluid mosaic is also the underlying model that our theories of membrane transport are based on.

Fig. 1.3. Schematic of membrane transport mechanisms. (A) Driven by a concentration gradient, small nonpolar molecules can cross the membrane via passive diffusion. (B) Larger molecules or ions cannot permeate the membrane directly, but require channel proteins that allow them to cross the lipid bilayer. (C) With consumption of ATP, active transporters can move molecules against an existing concentration gradient. Image modified from [9].

Understanding transport across biomembranes is crucial and a very active field of research [15]. The main motivations for this type of research are to improve our understanding of drug delivery [16], cell signalling [17], cell homeostasis [18] and diseases such as channelopathies [19]. As it is the outer boundary of the cell, every substance that enters or leaves the cell must pass the membrane. Schematically drawn in Figure 1.3, there are several mechanisms by which transport can occur. The simplest mechanism is passive diffusion. The driving force for the transport is a concentration or charge gradient between the two sides of the membrane. However, the permeability of membranes towards different molecules varies enormously depending on the polarity and size of the molecule [4, 15]. Whereas small nonpolar molecules such as oxygen transverse the membrane almost unhindered, the permeability of larger molecules is many orders of magnitude below that of oxygen [15]. Ions and most large molecules cross the membrane via different mechanisms and do not rely on passive diffusion. Instead, they require transporter proteins to pass the membrane [4, 15]. The two major classes of membrane transport proteins are channels and carriers. Channel proteins form aqueous pores that allow specific molecules to cross the membrane [4] via a process called facilitated diffusion. Carrier proteins on the other hand convey active transport.
They bind the specific solute and transfer it to the other side of the bilayer via a series of conformational changes, typically requiring ATP or other sources of energy to do so [4, 15]. Furthermore, there are several endocytic pathways that allow for molecules to enter and leave cells [15]. Today we know that many molecules in fact pass the membrane via more than just one pathway [20].

The work presented in this thesis aims to develop a better understanding of passive membrane transport. In the first part of the thesis, we will develop the necessary tools to measure membrane transport, before we look at the transport of small antibiotic molecules and protons in detail. However, we will not use cells to conduct our experiments, but instead use objects known as lipid vesicles, or liposomes. Lipid vesicles are small aqueous droplets that are encapsulated by a lipid bilayer. By stripping the membrane of proteins and using a simple bilayer with a well-defined lipid composition as our model membrane, we reduce the possible pathways of molecules to pass the membrane to simple diffusion. This reductionist approach allows us to precisely measure the membrane’s permeability to the molecules in question without the interference of proteins or active processes that might occur in living cells. In a bottom up approach, the complexity of the membrane can then be expanded, for instance by inserting proteins or DNA structures into the liposome membrane and studying the effect of this inserted structure on transport [21].

We will use a recently developed technique called Octanol-Assisted Liposome Assembly (OLA) as the main source of liposomes in this thesis. We will perform a literature review, where we discuss OLA and other techniques to obtain liposomes in detail, before we provide a biophysical analysis of liposomes generated with OLA and compare them to vesicles obtained via traditional techniques. After examining OLA vesicles for their suitability for transport measurements, we expand the OLA technique and develop a platform that allows for the fabrication and controlled exposure of liposomes to the molecule whose transport is to be investigated. The methods we use to visualise the transport and determine the permeability rates can be summarised under the term optofluidics. Optofluidics is an approach which combines microfluidic methods with optical systems [22]. In our case, we will either use fluorescent labels and indicators or exploit the molecule’s autofluorescence to visualise the transport. As pointed out above, we will then go on to investigate membrane transport with our newly developed methods. First, we will look at the permeability of small antibiotic molecules of the fluoroquinolone family. After that we expand our model membrane by inserting DNA structures into the bilayer to investigate whether or not this increases the membrane’s permeability towards protons. Finally, we widen the scope of our technique by developing a new visualisation method based on the deep UV absorbance of molecules rather than fluorescence.
The thesis is structured as follows\textsuperscript{1}

In **Chapter 2**, we provide a literature review of liposome formation techniques. Specifically, we will look at the traditional electroformation method, as well as the newly developed Octanol-Assisted Liposome Assembly (OLA) technique. We will lay specific emphasis of the solute composition necessary to form liposomes with OLA and investigate how the chemical environment might affect membrane properties.

In **Chapter 3**, we perform a biophysical analysis of vesicles derived from OLA and compare them to liposomes obtained via the traditional electroformation method. By demonstrating the quantitative similarity of the membrane properties, we show that OLA vesicles qualify for use in transport studies.

In **Chapter 4**, we develop the OLA technique further to obtain an integrated platform that allows for the formation and controlled exposure of lipid vesicles to an aqueous solute containing the molecule whose transport is to be investigated. Using this platform, we measure the permeability coefficient of two antibiotics of the fluoroquinolone family.

In **Chapter 5**, we use a novel microfluidic perfusion assay to study the transport of protons through lipid membranes. Furthermore, we modify our model membrane by incorporating DNA nanostructures into the bilayer and investigate whether or not these can act as ion channels, enhancing proton permeation.

In **Chapter 6**, we expand the scope of our technique to non-fluorescent molecules. We design and construct a new optical setup that exploits deep UV absorbance to visualise and measure the membrane transport and perform preliminary transport measurements.

In **Chapter 7**, we summarise our findings and provide an outlook on future studies with the microfluidic tools we developed in this thesis.

\textsuperscript{1}In this thesis, I have consistently used the first-person plural ("we") when describing the work I performed. I opted for this style in order to be consistent with my journal publications and improve readability. Despite using "we" consistently in this thesis, all results described here are product of my own work and I designed, conducted and analysed all the experimental data myself, unless it is indicated by a footnote.
Chapter 2

Review of Lipid Vesicle Formation Techniques

2.1 Introduction

In this chapter, we will introduce lipid systems called lipid vesicles. Lipid vesicles are small aqueous droplets that are encapsulated by a lipid bilayer. Over the past decades, these structures have been an important tool in studying the properties of lipid membranes and have contributed fundamentally to our knowledge of these structures.

In the following sections we will first discuss the origins of vesicle-based research and introduce two traditional fabrication techniques. Subsequently, we will focus on a novel method to generate lipid vesicles called Octanol-Assisted Liposome Assembly (OLA). This technique is the main source of lipid vesicles in the studies presented in this thesis.

2.2 Classification and History

Lipid vesicles come in many shapes and sizes. Figure 2.1 illustrates their most common classification [23]. Vesicles are generally classified by their lamellarity and their size. If the membrane is made up of a single bilayer, the vesicle is called unilamellar. Membranes consisting of several bilayers are called multilamellar [24]. Unilamellar vesicles of up to 100 nm are typically called small unilamellar vesicles (SUVs), whereas vesicles of several hundred nanometres up to a micron are termed large unilamellar vesicles (LUVs). If the
diameter is greater than 1 micron, the term giant unilamellar vesicles (GUV) is used. [23, 24]. Vesicles can furthermore encapsulate other, smaller vesicles, in which case they are called multivesicular [23].

In the scientific literature, lipid vesicles are also often referred to as liposomes. Throughout this thesis, we will use the two terms interchangeably. Moreover, we will primarily focus on giant unilamellar vesicles (GUVs) in our studies. GUVs have several advantages associated with them, which we will look at in more detail later. First, we present a short overview of the origins of liposomes, and vesicle research.

In the scientific literature, lipid vesicles are also often referred to as liposomes. Throughout this thesis, we will use the two terms interchangeably. Moreover, we will primarily focus on giant unilamellar vesicles (GUVs) in our studies. GUVs have several advantages associated with them, which we will look at in more detail later. First, we present a short overview of the origins of liposomes, and vesicle research.

Fig. 2.1. Classification of lipid vesicles. Vesicles are classified as unilamellar if the liposome consists of a single bilayer, and multilamellar if several bilayers make up the membrane. Unilamellar vesicles are further classified according to their size. Unilamellar vesicles with a diameter under 100 nm are denoted as small unilamellar vesicles (SUVs), whereas vesicles with diameters ranging from several hundred nanometres up to a micron are called large unilamellar vesicles (LUVs). Vesicles of more than 1 micron in diameter are called giant unilamellar vesicles (GUVs). Vesicles that encapsulate other smaller vesicles are termed multivesicular. Image adapted from [23].

The story of liposomes begins in Cambridge in the year 1964. At the Babraham Institute, a partner facility of the University of Cambridge, Bangham and Horne recorded the first electron microscope images of multilamellar lipid vesicles [25, 26]. Bangham and Horne called the structures they observed “multilamellar smectic mesophases” and stated the extreme similarities to previous studies on nerve myelin in their original paper [25]. In the following years, Bangham et al. performed more ground breaking research on membranes, for instance, when they showed that bilayers could maintain ion concentration gradients and that detergents disrupt the bilayer [27, 28]. Bangham’s research therefore provided important evidence for the theory that lipid bilayers are the primary permeability barrier of cell membranes, a finding that has been called “the membrane equivalent of finding the double helix structure of DNA” [26]. We must not forget that Bangham and Horne published their findings before there was consensus on the structure of biological membranes, and eight
years before Singer and Nelson proposed the fluid mosaic model [13]. Research in the years following the 1964 paper often referred to the structures observed by Bangham and Horne as “Banghasomes” or “lipid spherules” [26]. These names stuck until 1968, when Sessa and Weissmann published their influential paper “Phospholipid spherules (liposomes) as a model for biological membranes”, which led to the establishment of term “liposome” for these structures [26, 29].

Over the past decades, liposomes have found widespread use in many branches of science. They provide an ideal model membrane and allow for the systematic measurement of membrane properties [30]. This is especially the case for giant unilamellar vesicles, as their large size allows us to observe them using optical microscopy techniques and manipulate them individually, for instance using micro pipettes or optical tweezers [30, 31]. Unlike cells, vesicles are formed from a well-defined lipid mixture in a controlled environment. This reductionist approach enables us to deconvolute the myriad effects that happen at a natural cell membrane and study them individually. In fact, in the first paper describing GUVs in 1969, the authors stated that their motivation was to create a controlled system to study membrane permeation [32]. Since then, other model techniques such as supported lipid bilayers, black lipid membranes, lipid stacks and monolayers at the water-air interface have emerged [30]. However, GUVs remain a widely used model. One of the main advantages of GUVs over other techniques is their curvature resulting from their size, which is similar to that of cells [30]. Moreover, GUV membranes are typically free standing bilayers, and are not hindered sterically by a support or mechanical contraption [30].

2.3 Traditional Fabrication Techniques

Due to their widespread use as model membrane, many different techniques to form GUVs have emerged. These can be broadly classified into two categories and either form GUVs via swelling from a solid substrate, or are assembled from fluid interfaces, usually an oil phase [30]. Of the swelling approaches, a technique called electroformation has found especially widespread use. We will look at this technique in more detail below, as it is one of the techniques we use in this thesis to generate liposomes. Of the second category, many make use of microfluidics to form GUVs [23, 30]. We will have a short look at a previously published microfluidic technique, before we turn to Octanol-Assisted Liposome Assembly (OLA), the microfluidic method we used throughout this thesis to create GUVs on chip.
2.3.1 Electroformation

In the swelling approaches to form GUVs, the liposomes form spontaneously and bud off a lipid film in an aqueous environment. For this to happen, the lipids are dissolved in a volatile solvent, usually chloroform, and spread onto a solid substrate. The solvent is then evaporated and the lipid films hydrated. The liquid solution runs between the lipid lamellae on the substrate, which leads to the budding off of vesicles [30, 32].

This process, first published by Reeves and Dowben in 1969, occurs naturally without any external forces applied to the system [32]. However, this process is very slow and GUV formation protocols can last up to 1-2 days [30]. Strongly related to this method is the electroformation method, which is also often called electroswelling [30]. This technique was presented by Angelova and Dimitrov in 1986 [33]. They observed that external electric fields can influence the swelling of lipid films by exerting attraction and bending forces on the membrane. Applied to the lipid films when forming GUVs, this proved to drastically increase the yield and decrease the preparation time to several hours [30, 33]. The widespread use of this technique has even led to the development of a commercial bench-top device (Vesicle Prep Pro, Nanion Technologies GmbH, Germany), which facilitates GUV production via electroformation; this was also used in the studies presented in this thesis.

For the electroformation method, depicted in Figure 2.2, the lipid film needs to be spread on a conducting surface, in our case Indium Tin Oxide (ITO) coated glass slides. After the organic solvent (chloroform) has been evaporated away, the liquid solution is added on top of the lipid film and held in place by a rubber O-ring. Another ITO coated slide is placed on top of that and alternating current (AC) electric fields are applied to the lipid film via the conductive coatings [33].

GUVs formed via electroformation have been used for numerous studies and drastically increased our knowledge of lipid membranes. For instance, the method proved very useful to investigate membrane phase behaviour [35] and the mechanical properties [36] of lipid bilayers. Electroformed GUVs have also been a tool for drug permeation studies [37]. In addition, electroformation has been used for the creation of liposomes with complex binary and ternary lipid mixtures [35, 38]. However, there are drawbacks associated with this technique. Electroformation suffers from large batch-to-batch variation, as the spreading of the lipid film is crucial to the quality of the liposomes produced. Yet, the way the lipid film is deposited on the substrate is not easily reproducible [39]. Furthermore, the presence of ions in the solution interferes with the electric fields, which is why electroformation buffers usually require low ionic strengths [39]. Similarly, the method poses restrictions on the
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Fig. 2.2. Schematic of the electroformation process. After evaporating the lipid-carrying organic solvent, the lipids form structured films on the conducting surface substrate. The lipid films are hydrated and sandwiched by another coating surface from the top. The application of alternating currents via the conducting surfaces leads to lipid swelling and the eventually budding off of vesicles. Image adapted from [34].

choice of lipids, as it can promote oxidation in poly-unsaturated lipids [40] and has to be adapted for the use of charged lipids [39, 41]. A 2012 study even found that demixing of lipid mixtures can occur in the dried form, leading to heterogeneity in lipid composition of the resulting liposomes [42]. The nature of the method, furthermore, makes it hard to exert control over the size of the created liposomes [39], although a recently published protocol to swell the vesicles from a 2D-patterned surface seems to enhance control over the GUV size [43]. Finally, the electroformation method does not allow for the easy encapsulation of an aqueous solution inside the vesicle that is different from the surrounding fluid [44].

Notwithstanding these limitations, electroformation remains a useful technique for the formation and study of lipid vesicles. Yet, some of the limitations listed above can be overcome by novel microfluidic techniques, which we will discuss next.
2.3.2 Microfluidic Techniques

As the name implies, microfluidics is a field that deals with fluid systems in which the channels are scaled down to the micro domain [23]. The decrease of the characteristic dimensions to the micro and nano scale leads to an environment that is drastically different to the macro world. As the characteristic lengths decrease, the different physical forces do not decrease proportionally, leading to some effects of the macro world becoming negligible in the microchannels, whereas others dominate and vice versa [45]. In the testing of engineering models, the effects resulting from miniaturisation are often summarised under the term scaling laws [45, 46]. For us, what is important is that fluid flows in the micro world occur in a low Reynolds number regime [23, 45, 46]. The Reynolds number describes the relationship between viscous forces and inertial forces [47]. This means that fluid flows in a microfluidic chip are dominated by viscous forces and are therefore characterised by stable hydrodynamics and laminar flows [45, 46]. These conditions allow for precise process control and the use of smaller reagent volumes, shorter reaction times and the possibility of parallel operation [48, 49]. Many microfluidic applications aim to achieve a so called lab-on-a-chip, meaning the miniaturisation and integration of an entire experiment on a single micro device [48, 49]. We have done this ourselves, when we developed our own microfluidic platform to study membrane permeability. We will deal with the theoretical background of microfluidics in more detail in Chapter 4, when we discuss the development of this platform. For now, we describe a prominent microfluidic method that has been developed to obtain GUVs.

Figure 2.3 shows an example of a microfluidic device used to produce GUVs on chip following the double-emulsion approach. In these microfluidic systems, the GUVs are assembled stepwise. First, the microfluidic chip is used to create water in oil droplets. Typically, this occurs at a 4-way junction, where an inner aqueous phase is flanked by two oil carrying channels and the water-oil-immersion flows along the remaining channel. The lipids are dissolved in the oil phase and assemble into a monolayer at the water-oil interface [39]. In a second step, the outer lipid monolayer is assembled. This is done by flanking the W/O immersion again, this time by two channels carrying the external aqueous phase. What results is a W/O/W double emulsion, with a lipid monolayer on each side of the water interface [39]. In a final step, the residual solvent is removed to obtain GUVs [23, 39]. Different organic phases have been used to carry the oil, namely oleic acid [50, 51], squalene oil [52] or dodecane [53].
Fig. 2.3. Schematic and images of microfluidic chip to form double emulsion vesicles. (A) Formation of monodisperse water in oil (W/O) droplets. The internal aqueous phase \((Aq_{in})\) is flanked by two oil carrying channels (scale = 70 \(\mu\)m). (B) Delay line allowing for the lipid dissolved in the oil to assemble into a monolayer at the water-oil interface (scale = 80 \(\mu\)m). (C) Transfer of W/O droplets into external aqueous \((Aq_{ex})\) phase. The lipids dissolved in the oil phase form the second leaflet of the bilayer at the external oil-water interface (scale = 100 \(\mu\)m). Image from [52].

To date, different techniques have been developed to aid the removal of the residual oil phase from the GUV [23]. Whereas the first published methods still extracted the GUVs to remove the residual solvent off chip [54], later publications incorporated the removal procedure on chip [51]. The GUVs were immersed in a solution of water and ethanol, whereby the ethanol dissolved the organic compound. It is also possible to remove excess solvent via non-chemical methods, as is shown by a 2016 publication that was able to remove 93\% of a fluorinated oil from a double emulsion via controlled mechanical squeezing inside a microfluidic chip [55].
The vesicles produced via this double emulsion approach have the advantage that they are monodisperse, unilamellar and can be formed in chemical environments that are difficult for other techniques such as electroformation [23]. Furthermore, since the aqueous substance that makes up the inside of the GUV is separated from the outer aqueous solution as of formation, these techniques allow for the selective encapsulation of an “inner” phase inside the liposomes [23]. On the other hand, these methods require extensive washing of the obtained liposomes, to remove the residual solvent from the double emulsion and form a true bilayer liposome [23, 54, 56].

In 2016, a novel method was presented that found a very elegant solution to the problem of residual oil removal. This microfluidic method, called Octanol-Assisted Liposome Assembly (OLA) is discussed in the next section.

### 2.4 Octanol-Assisted Liposome Assembly

In this section, we take a closer look at the Octanol-Assisted Liposome Assembly (OLA) technique. Introduced by Deshpande et al. in 2016 [56], we adapted this technique and it will prove to be our primary method for obtaining GUVs in the experiments to come. As we pointed out above, this method found a very elegant solution to the problem of residual oil in the GUV via modifications of the junction design and the choice of solvent.

#### 2.4.1 Chip Design and Vesicle Formation

A schematic of the basic chip design is shown in Figure 2.4A. The chip has three fluid inlets and one outlet. OLA allows for the precise control of the solutions in the inside and outside of the vesicle. The aqueous substance which is to be encapsulated in the inside of the vesicle’s lumen enters the chip via the inner aqueous (IA) inlet. The outside solution is flushed in via the outer aqueous (OA) inlet. The lipid making up the GUV’s membrane is dissolved in 1-octanol and enters the chip via the Lipid-Octanol (LO) inlet. The channels leading towards the OLA junction are artificially elongated, running in spirals before reaching the junction. These long channel lines act as low-pass filters in the fluid system. They buffer spontaneous pressure peaks and slow down flows in general by increasing fluid resistance, thereby increasing pressure and flow control.
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Fig. 2.4. (A) Schematic of the microfluidic chip used to produce the liposomes. The chip has three inlets for the inner (IA) and outer aqueous (OA) and the lipid-octanol (LO) phases, respectively. The vesicles are formed at a six-way junction (I) and flow along a long channel to the outlet where they can be extracted or imaged directly. (B) Schematic of the OLA junction, where liposome formation occurs. The IA fluid stream is flanked by two channels with the lipid-carrying LO phase. The OA flows pinch off double emulsion droplets. Different lipid types, as well as fluorescent lipids can be dissolved in the octanol. (C) Fluorescent OLA GUVs in different stages after formation. A double emulsion droplet is formed at the OLA junction in a process similar to blowing soap bubbles. Further downstream, the double emulsion self-assembles into a vesicle with a 1-octanol pocket attached to it. Seconds to minutes after formation. The octanol pocket completely buds off the vesicle, resulting in separate GUV and an octanol droplet. Subfigure (C) modified from [56].

The first innovation introduced by this technique is the junction design. In contrast to the previous double emulsion techniques, OLA does not use two 4-way junctions to assemble the inner and outer lipid leaflet in distinct and separate steps. Instead, these two junctions were combined into a single six-way junction, where the formation of the double emulsion occurs [56]. This junction design allows for the production of double emulsions using substantially less solvent, resembling some glass capillary approaches which, similarly, allow the formation of ultra-thin shelled double emulsions [57]. The six-way junction is schematically depicted in Figure 2.4B. By jetting a stream of inner aqueous (IA) solution into a meniscus of the lipid-octanol (LO) phase and pinching it off by the streams of the outer aqueous (OA) solution, the process of double emulsion formation is similar to blowing a soap bubble [56].
After the double emulsion is formed, the second innovation introduced by OLA comes into play. Unlike the other double emulsion techniques, OLA does not use oil or alkanes as the lipid carrying organic phase, but the aliphatic alcohol 1-octanol [56]. Deshpande et al. observed that this substance does not form stable long lasting double emulsions. Instead, the droplets quickly form an intermediate complex of an aqueous compartment surrounded by a lipid bilayer and a 1-octanol pocket attached to it [56]. As the liposome flows along the channel, the octanol pocket separates from the structure, resulting in a seemingly solvent-free liposome and a separate octanol pocket. Several effects must come together to result in this remarkable effect. One element is surely the chemical structure of octanol itself, shown in Figure 2.9. Unlike the previously used alkanes, octanol is amphiphilic by nature, resembling lipid molecules in this respect, although, unlike lipids, octanol cannot form bilayers [58]. The inventors furthermore attribute the separation to a combined effect of surface energy minimisation, shear stress induced by the surrounding fluid streams as well as contact with the channel wall [56]. We will discuss the properties of octanol in more detail below.

Figure 2.4C shows microscopy images of OLA vesicles in different stages after formation at the junction. In their original paper, Deshpande et al. state that after 5 minutes, 85% of the double-emulsion droplets separated into GUVs and octanol droplets, respectively [56]. As we will see later, the process of octanol separation depends on several elements, namely the speed of the fluid streams and the channel height. After separation, the GUVs and octanol droplets flow further downstream, towards the outlet. From the outlet, the GUVs can either be extracted or imaged directly. In Chapters 4 and 5, we will describe how we altered this basic OLA design and included downstream operations to handle the GUVs within the microfluidic chip.

In the next section, we will discuss the process of OLA chip production, preparation and GUV formation using microfluidic pumps.

### 2.4.2 Chip Fabrication and Flow Control

**Photo and Soft Lithography**

Since its emergence in the early 1990s, many different techniques and materials have been developed for use in microfluidic chips [59]. For instance, different groups have used various etching techniques, injection moulding or in situ construction for chip fabrication [48, 60]. However, for use with biological systems, most groups rely on a two-step process of photo and soft lithography [61]. Their material of choice for the soft lithography part is poly-
dimethylsiloxane (PDMS). Its main advantages are its transparency, its oxygen permeability and its relatively cheap price [62]. Similarly, we used the combination of photo and soft lithography for the production of the OLA chips.

**Fig. 2.5.** Schematic of the fabrication of microfluidic chips. In the photo lithography step, photoresist is spin coated onto a silicon wafer. The resist is then selectively exposed with UV light. The exposed structures crosslink and solidify, whereas the unexposed structures are washed by a subsequent developer bath. This leaves the desired structures imprinted on the substrate. In the soft lithography step, liquid PDMS is poured onto the silicon master. After curing, the PDMS with the structures embossed in it is removed from the mold. The PDMS chip is bonded to a glass coverslip after plasma treatment. Image modified from [63].

In a first step, standard photo lithography is used to deposit a negative of the desired structures on a silicon wafer. To obtain this, negative photoresist such as SU-8 is spin-coated onto a silicon wafer and baked on a hot plate. The photo resist is then selectively exposed to UV radiation. Selective exposure is either achieved by shining the UV light through a mask blocking parts of the light, or by direct exposure systems, which focus UV light on the desired spots on the wafer. In the case of a negative photo resist, such as SU-8, the exposed parts crosslink and solidify thereby becoming insoluble to a developer solution. After another baking step, the wafer is washed in the developer, removing the unexposed SU-8 and leaving the UV-exposed structures remaining on the wafer.
In the soft lithography step, the wafer is used as a mold for liquid PDMS. The liquid PDMS adapts the structures that are deposited on the wafer and maintains these, as it sets. Once the PDMS has hardened, the structures are embossed in it and the chip is removed from the mold. In most cases, the final microfluidic device is obtained by bonding the PDMS chip to a glass coverslip. This is achieved by exposing both the surface of the coverslip and the PDMS to air plasma. The plasma causes silanol groups (Si-OH) to form on both surfaces. When the two surfaces are brought in contact with each other, the silanol condenses and forms an Si-O-Si bond, which fuses the PDMS and the glass slide together [62]. As we will see below, parts of the OLA chip have to undergo a coating procedure, which requires all channel walls to be made of PDMS, rather than having one side of glass. For this reason, OLA chips are made by bonding a PDMS coated coverslip on the PDMS chip, rather than a glass coverslip directly onto the chip.

**PDMS coated coverslips and PVA treatment**

To this end, a coverslip is coated with a thin film of PDMS before it is plasma bonded to the chip. This provides a homogeneous all-PDMS surface which is necessary for the coating procedure that is described below. The PDMS coated coverslips are obtained by pouring liquid PDMS onto a silanised wafer. The glass slides are placed on top of the PDMS and then pressed down to the surface of the wafer until they are completely immersed in PDMS. A thin layer of PDMS remains between the wafer and the glass slide. After curing, the excess PDMS can be peeled off the topside of the wafer, leaving the glass slides on the wafer, with the thin PDMS layer sandwiched between the two. Using a blade, the glass slide with the PDMS layer attached to it can carefully be removed from the wafer [64].

As shown in Figure 2.6B, the hydrophobic nature of PDMS typically leads to non-polar substances adhering to the glass and PDMS surfaces and spreading out on them [65, 66]. However, in the OLA system this has to be prevented in order to allow for the formation of double emulsion droplets. For this reason, the PDMS chip is flushed with a PVA solution via the OA channel, thereby rendering both the OA and the outlet channel hydrophilic [56, 66]. Importantly, as shown in Figure 2.6A, it is crucial not to render the IA and LO channels hydrophilic. Entering of PVA into these channels likewise impedes complete encapsulation of the inner aqueous phase by the non-polar LO phase; this is why the PVA is prevented from entering these channels by applying air pressure via the IA and LO inlets. After flushing the PVA through the chip, the PVA is removed by applying suction with a vacuum pump. The chip is then baked in the oven to crystallise and immobilise the PVA [67].
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Fig. 2.6. (A) PVA coating of the OLA junction. A PVA solution is flushed through the channel via the OA inlet for approximately 15 minutes. The PVA is stopped from entering the IA and LO channels by applying air pressure via these two inlets. The PVA renders the OA and outlet channels hydrophilic. (B) Schematic of LO phase in untreated PDMS chip. Due to its hydrophobic nature, the LO phase adheres to the PDMS surface. (C) LO phase in PVA treated channel. The hydrophilic coating, shown in red, prevents octanol adhesion to the surface and enables the formation of double emulsion droplets which later self-assemble into the GUVs. Figure modified from [56] and [66].

Microfluidic Pumps

The flows in the OLA chip are controlled by pressure-driven microfluidic pumps. The microfluidic flow control system (MFCS-EZ) in combination with the Fluiwell-4C (both Fluigent SA, France) has proven very successful for the operation of the OLA chip [64, 68, 69]. In this system, the IA, LO and OA flows can individually be adjusted to create the necessary flow environment at the OLA junction, to form vesicles. The solutes are kept in a Fluiwell liquid reservoir and enter the microfluidic chip via polymer tubing and metal connector tips. Holes that are punched into the PDMS chip act as access ports for the
fluids. The individual pressures are adjusted using the MAESFLO 3.3.1 software. Figure 2.7 exemplarily shows an OLA chip as well as the Fluiwell system.

![Fig. 2.7.](image)

Fig. 2.7. (A) Photo of OLA chip connected to Fluiwell system. The Fluiwell is connected to the microfluidic pump which drives the flows via the polymer tubings and metal connectors into the microfluidic chip. (B) Detailed view of the OLA chip. The OA, LO and IA solutions (from left to right) enter the chip via the inlets and meet at the 6-way junction where the liposomes are formed. The large hole on the right serves as outlet reservoir, where the GUVs can be extracted or imaged directly.

The right pressure settings to achieve stable vesicle formation depend on several factors; namely the width of the junction, the height of the channels, the downstream chip design and the viscosity of the fluids. As a rule of thumb, the IA and LO pressures are roughly the same magnitude, and lower by a factor of 2-5 than the OA flows. Increased channel height and width of the OLA junction generally decreases the fluid resistance within the chip and leads to higher flow and vesicle production rates [68]. Furthermore, a larger gap at the junction generally leads to larger vesicles. The size of the vesicles can furthermore be fine-tuned by adjustment of the individual fluid streams, whereby an increase of the OA flow with respect to the IA and LO flows lead to smaller liposomes [56].
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2.4.3 Solution Composition

In the following section, we take a closer look at the solution composition of the inner and outer aqueous, as well as the lipid-octanol phases that are used in OLA. Deshpande et al. presented several different solution compositions in their original and subsequent papers, mostly varying in the content of glycerol and poloxamer P-188 [56, 70, 71]. However, the following components turned out to be the basis necessary for robust GUV formation.

- **Inner Aqueous:** 15% glycerol in milli-Q water
- **Outer Aqueous:** 15% glycerol, 50 mg/mL P-188 in milli-Q water
- **Lipid-Octanol:** 2-4 mg/mL lipid in 1-octanol (lipid stock 100 mg/mL dissolved in EtOH)

One of the great advantages of OLA that sets it apart from many bulk techniques like electroformation is its capability to form GUVs in complex buffer solutions and at high salt concentrations [68, 69]. While most protocols for electroformation require ionic strengths below 50 mM, we were able to successfully use OLA with in different chemical environments and at physiological ionic strength (>140 mM) [72]. The solutions we used include HEPES, PIPES, TRIS, acetic acid and potassium buffers, PBS as well as sucrose and glucose solutions. Before we finish our brief review of OLA and come to our own biophysical analysis of OLA vesicles, we describe what the existing literature says about the crucial components of OLA: Glycerol, Octanol and the Poloxamer P-188, with respect to liposome and microfluidic systems.

**Poloxamer P-188**

Poloxamers are a class of block co-polymers first developed by the Wyandotte Chemical Corporation in the early 1950s [73, 74]. These non-ionic detergents found widespread use in different industries, such as the textile, paper and cosmetics industries, where they are mainly used as emulsifiers [75]. What we now know as Poloxamer P-188 was originally named Pluronic F-68, and is sometimes still found under this or its other trademark names: Synperonics®, Lutrol®, or Kolliphor® [73–75]. The chemical structure of P-188 is shown in Figure 2.8A. It consists of a hydrophobic polypropylene oxide (PPO) block centred around two hydrophilic polyethylene oxide (PEO) blocks. The different poloxamers vary in the length of the respective PPO and PEO block chains. In the case of P-188 (MW ≈ 8400 Da), the PEO blocks make up around 80% of the molecule’s weight [74, 75] which corresponds to
approximately 31 PPO groups and 75 PEO blocks on either side [76]. Since its introduction, P-188 also found several applications in medicine. For instance, it is used as an emulsifier for contrasting agents in biomedical imaging [75], and received FDA approval as a therapeutic to reduce the viscosity of blood before transfusions nearly 50 years ago [74]. Among other diseases, purified P-188 even underwent clinical trials for the treatment of sickle cell disease [77–79]. However, P-188 ultimately failed to meet its primary endpoint in a phase III study in 2016 (trial NCT01737814).

More important for us though, was the observation of P-188’s effect on membranes. In the early 1990s and 2000s, it was found that P-188 aids the sealing of membranes that were electroporated or damaged by ionising radiation [80, 81]. The origin of the membrane sealing property of P-188 has since been the field of study of several groups. In 2002, Mascarinec et al. investigated the effect of P-188 on DMPC and DMPG monolayers using a Langmuir–Blodgett trough [82]. They measured P-188 insertion into the monolayer at low surface pressures (< 22 mN/m), but not at higher pressures. From this they concluded that the membrane healing property of P-188 stems from the insertion of the hydrophobic midsection into damaged parts of the membrane where the lipid packing density is reduced [82]. They interpret the fact that the P-188 cannot remain inserted in the membrane under the surface pressure equivalent of a normal membrane, in a way that suggests that the P-188 is “squeezed out” [82] once membrane integrity is restored. It is noteworthy that the ejection of P-188 from the monolayer has previously also been observed by another group [83].

![Fig. 2.8.](image)

**Fig. 2.8.** (A) Chemical structure of poloxamers. A hydrophobic polypropylene oxide (PPO) core is attached to two hydrophilic polyethylene oxide (PEO) side chains. For P-188, the PEO chains make up about 80% of the molecule’s mass (n ≈ 75 and m ≈ 31). (B) Proposed mechanism of interaction between P-188 and a lipid bilayer. P-188 adheres to the membrane, however the long PEO chains prevent the P-188 from entering the lipid bilayer. Image adapted from [83].

More recently, the effect of P-188 on DOPC LUVs was investigated by Cheng et al. by observing the hydration dynamics close to the bilayer using a newly developed NMR
2.4 Octanol-Assisted Liposome Assembly

They conclude that “poloxamer–membrane interaction is of subtle and weak nature” [83]. Their study furthermore implies “that the polymer–lipid interactions is (sic) too weak to cause measurable changes in lipid dynamics” [83]. Their proposed mechanism of membrane interaction is schematically drawn in Figure 2.8B. Like the previous studies, they also found that P-188 adsorbs to the membrane, but does not enter the bilayer within the time scale of their experiment, which lasted up to 45 hours [83].

Due to their emulsifying and membrane sealing properties, poloxamers are increasingly being adapted in the microfluidics community, especially by groups working with droplets, double emulsions and liposomes [51, 84, 85]. The emulsifying and membrane sealing properties of P-188 are also required for GUV formation with OLA. Attempts to form OLA vesicles both by us and Deshpande et al. without the presence of P-188 failed due to droplet fusion and immediate vesicle bursting [64]. In Chapter 3 we investigate the effect of P-188 on membrane properties ourselves, by studying the lipid lateral diffusion of GUVs in the presence of P-188 and without it.

**Glycerol**

Glycerol, also known as glycerine, is depicted in Figure 2.9. It is the simplest 3-carbon sugar alcohol. It is used for a myriad of purposes in different fields of science and can be found in everyday household items such as food additives, cosmetics and antifreeze [86]. In the field of microfluidics, glycerol has previously been used to modulate solution viscosities [87] and it found several applications in the microfluidic production of droplets [87–89]. The viscosity modulating property is also the main reason for the use of glycerol in OLA [64]. At room temperature, the addition of 15% glycerol increases the dynamic viscosity of water by over 60% from 1.005 mNs/m² to 1.6458 mNs/m² [90]. The higher viscosity of the OA improves shearing on the LO phase and thereby facilitates the separation of the octanol pocket from the liposome [64, 91, 92]. Furthermore, more viscous fluids reduce the Reynolds number, leading to more laminar flows and thus facilitating encapsulation [47, 92].

In addition, glycerol has also been found to have a stabilising effect on lipid membranes [92]. The increase in membrane stability is attributed to an increased membrane hydration caused by the glycerol [93, 94]. Since glycerol is membrane permeable, we can also expect it to balance potential differences in osmotic pressure between the GUVs inside and outside upon formation. Deshpande et al. have reported that the removal of glycerol from the solution composition impacts liposome formation [64] which is the reason why it is contained in our standard OLA protocol.
Finally, we take a look at the eponymous element of OLA, the octanol itself. Note that throughout this thesis, when we are speaking of octanol, we always mean 1-octanol and do not speak of its isomers (2-octanol, 3-octanol, etc.).

The chemical structure of octanol is shown in Figure 2.9B. Octanol is an aliphatic 8-carbon alcohol. Its most prominent application is its use in the determination of a metric known as the water-octanol partition coefficient \[ P \]. The partition coefficient, described by Equation 2.1, is the ratio of equilibrium concentrations of a solute in a mixture of two immiscible solvents, in this case water and octanol [95].

As such, the partition coefficient is a metric for the lipophilicity of a substance. Interestingly, the partition coefficient is used by the pharmaceutical industry to estimate the membrane permeability of drugs. The hydrophobicity of the octanol is used as a model to approximate the non-polar hydrophobic layer of a lipid membrane which is the main barrier for drugs or other compounds entering a cell [37]. Importantly, the partition coefficient only takes the equilibrium of un-ionised compounds into consideration [96]. The value is therefore a constant and independent of properties like the pH [96]. However, as we will see later, many compounds dissociate in water and the degree of ionisation depends on the pH and the pKa [97]. Furthermore, we wish to point out that this method of estimating membrane permeability disregards elements such as the lipid composition, a crucial factor determining the actual flux of molecules across the lipid membrane [98]. We will describe better methods and measures to describe the permeability of membranes in Chapter 4.

In OLA, the octanol is the carrier phase for the lipid molecules and the solvent in which they are presented to the aqueous streams within the microfluidic chip. To the best of our knowledge, there is no study to date that investigates the conformation of the lipid
molecules in the octanol phase in detail. Moreover, the exact structure of the individual molecules in bulk octanol itself is topic of a debate [99, 100]. In the past, several groups have investigated the structure of alkanol molecules in the liquid phase by means of X-ray diffraction. Repeatedly, these experiments have shown a peak in diffraction stemming from the lateral separation of the fatty acid chains. This main peak corresponds to that observed for an alkane with the same chain length, indicating that the fatty acid separation of octanol is similar to that of octane [100]. However, next to the main peak, alkanols additionally express a side peak stemming from correlations between H-bonded molecules [99]. This side peak has been interpreted differently by several groups. A 1993 study came to the conclusion that the individual octanol molecules aggregate into spherical clusters resembling reverse micelles with the hydrocarbon chains pointing outward [101]. Other groups interpreted the data as octanol forming linear chains of about 10 molecules [102]. More recent studies conclude that the structure of the molecules depends on the degree of hydration of the octanol, neat octanol forming long and thin chains and hydrated octanol forming more spherical clusters, resembling inverse micelles [58, 100]. A recent publication even proposes that hydrated octanol forms nanostructures [99]. In any case, there are regions within the octanol bulk that are more polar and others that are more non-polar. Since they are amphiphilic by nature, the lipid molecules are not too different in structure from the octanol itself, having a hydrophilic head group and two fatty acid chains. One can therefore assume that the lipid molecules align with the general structure of the surrounding octanol, placing their hydrophilic head group in the more polar domains and aligning the fatty acid chains with that of the octanol in the more non-polar regions. However, this is just a theory based on the structure of the surrounding medium. It is clear that more research, specifically addressing the question of the conformation of lipid molecules in octanol needs to be performed in order to be able to give a more definite answer.

While the structure of lipids dissolved in alkanols such as octanol is not researched very well, the effect of alkanols on lipid membranes has been an intensively debated and researched topic [103, 104]. The larger interest of the scientific community in this question stems from the fact that alkanols have an anaesthetic effect on organisms [103]. We should not forget that the 2-carbon cousin of the 8-carbon octanol is simple ethanol whose anaesthetic effect has been known for millennia [105]. One of the earliest theories of general anaesthetics links the potency of an anaesthetic to its lipophilicity, a theory known as the Meyer-Overton rule [106]. Interestingly, this brings us back to the partition coefficient we discussed earlier, since the partition coefficient is a measure of lipophilicity. We will discuss the Meyer-Overton rule in more detail in Chapter 4, as it provides a helpful tool to interpret and predict the membrane permeability of drugs and other small molecules [106].
One of the most important effects that alkanols have on lipid membranes is their effect on the phase transition temperature of the lipids. The phase transition temperature determines the fluidity of a membrane thereby strongly influencing the mechanical properties of the bilayer [107] and the functionality of membrane proteins [108]. Early research on lecithin and DPPC lipids revealed that shorter chain alkanols decrease the phase transition temperature, whereas longer chain alkanols increase the phase transition temperature of lipid membranes [109–112]. However, these early studies disagreed in the chain length where the shift from increasing to decreasing starts, with values varying from 8 to 12 carbons [103, 110, 112]. Interestingly, this behaviour coincides with the so called cutoff effect, which describes the sudden decrease in anaesthetic potency of long chained alkanols, after the potency initially increased with growing chain length [103]. As before, the cutoff length seems to change from investigated system to system. For instance, experiments on Xenopus oocytes showed a cutoff as low as 4-carbon butanol [113], whereas tadpoles showed a cutoff after 12-carbon dodecanol [103].

More recent research sheds light on this phenomenon and showed that not only the chain length of the alkanol, but also of the investigated lipid influences the cutoff length [104, 114, 115]. Numerous studies suggest that the observed behaviour is rooted in a trade-off between bilayer disordering and ordering effects of the alkanols. At short chain lengths, the disordering effect dominates, as the alkanol molecules perturb the bilayer-solution interface. However, with increasing chain length of the alkanol, its fatty acids reach further into the hydrocarbon layer of the membrane where they interact with the acyl chains of the lipids thereby stabilising the membrane [103, 109]. A recent study by Ingolfsson et al. concluded that the cutoff effect appears when the alkanol reaches about half the chain length of the bilayer forming lipid, which is in accordance with previous works [104, 114, 115].

The effect of the phase transition temperature should always be considered, especially when studying transport processes across the membrane, as numerous studies suggest enhanced permeability of membranes to ions and small molecules close to the phase transition temperature of lipids [116]. Blicher et al. provide a nice example for this in their experiments with SUVs and BLMs [117]. In their work, Blicher et al. directly measured a change in permeability towards ions and fluorophores by shifting the phase transition temperature closer or further away from their operating temperature via the addition of octanol [117]. One has to keep this effect of octanol in mind when using OLA and depending on the desired experiment, should consider choosing lipids which are far away from the phase transition regime to avoid any undue influence of octanol on membrane transport.
2.5 Conclusion

In this chapter we briefly discussed the classification and history of liposomes. Furthermore, we looked at electroformation, perhaps the most widespread technique used to obtain GUVs, and discussed its drawbacks. We saw how microfluidic double emulsion techniques have the potential to overcome some of these drawbacks. Nonetheless, microfluidic techniques have their own downsides, namely the presence of organic solvents in the membrane, which need to be removed in extensive protocols.

We introduced Octanol-Assisted Liposome Assembly (OLA), a novel microfluidic technique that seemingly solves this problem by using the aliphatic alcohol 1-octanol as the lipid carrying organic phase, instead of alkanes. Octanol has the property of separating from the GUVs inside the microfluidic chip and does not require a separate cleaning protocol, making it ideal for lab-on-chip applications. However, the OLA technique has its own unique requirements that potentially influence membrane properties. First, although OLA GUVs do not have a visible octanol residue, it cannot be ruled out that traces of octanol are still present in the membrane. This is especially important, as our literature review revealed that octanol is known to influence the phase transition temperature of lipids. Furthermore, the technique requires the addition of glycerol and the poloxamer P-188, both of which potentially influence lipid behaviour.

In the next chapter, we will perform a biophysical characterisation of OLA vesicles and compare a selection of its membrane properties to that obtained by the established electroformation technique. We perform this to quantify whether OLA GUVs are suitable for membrane permeation studies.
Chapter 3

Biophysical Characterisation of OLA Vesicles

3.1 Introduction

In Chapter 2, we looked at GUVs as model systems for membranes and introduced OLA as a novel method for GUV production. We saw that this new microfluidic method of GUV generation has many advantages associated with it, which makes it a great candidate for implementation in lab-on-chip applications. As pointed out in the outline of this thesis, our overall aim is to develop a microfluidic platform that allows us to study membrane permeation using GUVs. However, before we begin to modify and expand OLA for this purpose, we want to investigate several biophysical properties of OLA derived GUVs, to ensure they are suitable for membrane permeation studies. Since OLA was only presented in 2016, no such detailed biophysical characterisation was performed on OLA vesicles to date.

In some of the studies in the following chapter, we compare the properties of OLA derived GUVs to that of GUVs made with the established electroformation method. The reason for this lies in the fact that vesicles obtained via electroformation have been successfully used for permeability measurements, both in our group and elsewhere [37, 119]. Quantitatively similar characteristics of vesicles obtained from the two techniques thus provide a strong argument for the feasibility of OLA vesicles for this purpose.

1Elements of this chapter have previously been published in Schaich et al., *Mol. Pharmaceutics*, 16(6), 2494-2501, 2019 [68] and Schaich et al., *BBA-Biomembranes*, 183359, 2020 [118].
The experiments described in the following sections were predominantly performed on a confocal microscope using extracted GUVs. Before we report the outcomes of the individual experiments, we briefly describe the protocols for chip design and fabrication, as well as GUV formation and extractions, since they are similar or identical for each of the experiments. An exact list of solution composition is given in Appendix Tables A.4 and A.5.

### 3.1.1 Materials and Methods

#### Chip Design and Fabrication

The microfluidic chip design used to create the liposomes is depicted in Figure 2.4A. We modified the original design geometry published by Deshpande et al. [56]; we scaled up the channel dimensions by a factor of ~2. Whereas the original chip design has a junction width and a channel height of 10 µm, our design has a channel width of 20 µm and a height of approximately 16 µm. By scaling up the dimensions, we were able to obtain larger liposomes than typically possible with the originally published chip design [56]. The scaled-up channels furthermore lead to higher flow rates and higher liposome production rates than the original device [68]. However, if operated in a high flow rate regime, the vesicles often only have approximately 30-40 seconds from their production until they reach the outlet of the microfluidic chip, compared to up to several minutes in the original design. The vesicles in our chip design are therefore exposed to the shear stress from the PDMS channel wall as well as the fluid streams for a much shorter period of time. Importantly, Deshpande et al. found that these two effects are at least partially responsible for the separation of the octanol pocket [56]. Depending on the flow conditions, as well as the size of the octanol pocket attached to the GUV upon production, the time period that the vesicles are exposed to the shear stress does not suffice for every single vesicle to separate from its octanol pocket until it reaches the outlet. The number of resulting vesicles with octanol pocket attached can vary drastically and ranges from as little as 5% up to well over 50%, depending on the flow speed. We always attempted to obtain as little vesicles connected to their octanol pocket as possible with an estimate 85% of the vesicles being octanol free in the studies in this chapter.

The microfluidic chips were fabricated from polydimethylsiloxane (PDMS) using established photo- and soft lithography techniques as described in Section 2.4.2. A master mold with the structures of the microfluidic chip was produced by spin coating a thin layer of SU-8 2025 (MicroChem, USA) on a 4-inch silicon wafer (University Wafer, USA). The wafer was spun at 1800 rpm for 60 s with a ramp of 100 rpm/s in a spin coater (WS-650-23NPP, Laurell...
Technologies, USA) to obtain features of 16 µm height. The wafer was then pre-baked on a hot plate at 65°C for 1 min and at 95°C for 6 min and placed in a table-top laser direct imaging (LDI) system (LPKF ProtoLaser LDI, Germany). The LDI system exposes the structures specified in the software directly to UV light, causing the photoresist to crosslink and solidify. Following the exposure, the wafer was post-baked for 1 min at 65°C and for 6 min at 95°C. By rinsing the wafer with propylene glycol monomethyl ether acetate (PGMEA), the unexposed photoresist was flushed away leaving the desired structures imprinted on the substrate. Finally, the wafer was hard baked for 15 min at 120°C.

The silicon wafer was then used as a mold to fabricate the microfluidic devices. A 9:1 ratio mixture of liquid elastomer (Sylgard 184, DowSil) and curing agent was desiccated to remove air bubbles and cast into the mold. After curing for 60 min at 60°C, the PDMS was removed from the mold. Biopsy punches (0.7 mm diameter, WPI, UK) were used to cut fluid access ports into the chip at the position of the inlets. Larger biopsy punches (4 mm diameter, WPI, UK) were used to cut the outlet reservoir. The PDMS chip was then plasma-bonded to PDMS-coated coverslips using a standard plasma bonding protocol (100 W, 10 s exposure, 25 sccm, plasma oven from Diener Electric, Germany).

We note that the liposome formation for the subsequent experiments were generated on microfluidic chips made from two different molds. The chip designs are depicted in Appendix Figure A.1 and Figure B.1. The latter design contains downstream features to handle the vesicles which we will discuss in the next chapter. By placing the outlet punch before the vesicles reach this part of the chip, the two chip designs are functionally identical, consisting of an OLA junction with a straight outlet channel leading the outlet reservoir.

**Vesicle Formation and Extraction with OLA**

The microfluidic chip was set up on a commercial epifluorescence microscope (either Nikon TE 2000U or Olympus IX 73) equipped with an EMCCD camera (Evolve 512 Delta, Photometrics). The liquid flows were controlled with a pressure-driven microfluidic pump (MFCS-EZ, Fluigent) equipped with a Fluiwell-4C reservoir kit. Polymer tubes (Micrewtube 0.5 mL, Simport) containing the OLA solutions were screwed into the Fluiwell-4C. The solutions entered the microfluidic chip via tygon tubing (microbore tubing, 0.020” x 0.060” OD, Cole Parmer). Cut dispensing tips (Gauge 23 blunt end, Intertronics) were used as metal connectors between the tubing and the chip. Liposome formation was performed by adjusting the respective fluid pressures. Typically, pressures of 40 mbar for the inner aqueous, lipid-octanol and 70 mbar for the outer aqueous phases lead to a stable production
of liposomes. However, the pressures that lead to a stable GUV production can vary from chip to chip. Either 15 µL or 20 µL of the aqueous stock were added to the outlet reservoir after the pressures were adjusted for stable vesicle formation. The larger volume in the outlet allows for the easier separation of octanol droplets and vesicles, as the droplets rise to the surface, due to their lower density of 0.827 g/l [64]. After approximately 1-3 hours of vesicle formation, the GUVs could be extracted from the outlet using a wide bore pipette tip.

**Electroformation**

The GUVs were formed using the Vesicle Prep Pro (Nanion Technologies GmbH, Germany) using an established electroformation protocol [33]. 80 µL of a 5 mg/mL lipid suspension (containing a fraction of fluorescently labelled lipid) in chloroform was spin coated (660 rpm for 2 min) on an Indium Tin Oxide (ITO) coated glass slide (Visiontek) and desiccated for 60 min to evaporate the solvent. 600 µL of the IA solution was added and held in place by a rubber O-ring and sandwiched by another ITO slide. An A/C voltage was applied via the conducting surfaces of the ITO slides inducing swelling of the lipid film and the formation of vesicles [33]. The electroformation process was performed at 37°C and ran through the following protocol: the A/C voltage linearly increased from 0 V to 3.2 V peak-to-peak (p-p) at 10 Hz over a time period of 1 hour. Then the voltage stayed at 3.2 V p-p and 10 Hz for 50 minutes. Finally, the frequency decreased linearly to 4 Hz over a time window of 10 min and was held at 4 Hz for another 20 min. The vesicle suspension was then removed and stored in an Eppendorf tube.

The exact solutions used for GUV formation with OLA and electroformation in the experiments discussed below are summarised in Appendix Table A.4. Unless otherwise specified, the chemicals were obtained from Sigma-Aldrich.

### 3.2 Validation of Membrane Unilamellarity

The first properties of OLA liposomes that we want to investigate are their lamellarity and vesicularity. As discussed in Chapter 2, bulk techniques such as electroformation suffer from polydispersity and often yield liposomes that are multilamellar or multivesicular [23]. We will compare the appearance of OLA GUVs to electroformed GUVs in order to assess if they suffer from a similar spread in composition.

---

2Electroformation performed for the experiments presented in this chapter were performed by D. Sobota
By observing fluorescently labelled vesicles in a confocal microscope, we can draw conclusions on the structure of the membranes. As shown by Figure 2.1 in the previous chapter, multilamellar vesicles consist of more than a single lipid bilayer. If these are present, one therefore expects to see vesicles with highly varying fluorescence and thicker membranes within the population of GUVs. The distinguishing feature of multivesicular liposomes is that they are not isolated GUVs, but have several GUVs encapsulated within each other. Since confocal microscopy allows us to image distinct slices, we can therefore easily identify whether there are vesicles encapsulated within other vesicles.

### 3.2.1 Comparison of Confocal Micrographs

The IA and OA solutions for this experiment consisted of 200 mM sucrose in milli-Q water with 15% v/v glycerol. The OA phase additionally contained 50 mg/mL P-188. The LO phase consisted of 4 mg/mL 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) lipid with 0.5% m/m 18:1 NBD-PC in octanol. The aqueous solution used for the electroformation protocol was identical to the IA stock. Additionally, we prepared a 200 mM glucose solution in milli-Q water with 15% v/v glycerol which we used as a low-density dilution stock.

After a few hours of vesicle production with OLA, we extracted 20 µL of the vesicle stock from the outlet and mixed it with 50 µL of the low-density dilution stock in a microscopy chamber (Grace Bio-Labs FlexWell™, Sigma Aldrich) and incubated for an hour. The higher density of the sucrose-containing liposomes causes them to sink to the bottom of the imaging chamber. There, the GUVs can be imaged more easily with the confocal microscope. The same procedure was performed for the electroformed vesicles. The imaging chambers were glued to either a BSA-coated or a PDMS coated cover slip, to prevent adhesion and bursting of the liposomes on the glass surface. Imaging was performed on an Olympus FluoView FV1000 Confocal Laser Scanning Microscope equipped with a 60x oil immersion objective (Olympus PlanApo, N.A. 1.4).

Representative confocal scans of GUVs created via the two techniques are shown in Figure 3.1. The GUVs formed by electroformation show a wider spread in diameter, as well as a larger variety in appearance, compared to the OLA vesicles. While the latter show a diameter range of 27-36 µm, the diameters of the electroformed GUVs range from 2-30 µm. The heterogeneity of electroformed vesicles is displayed in Figure 3.2. While a large number of unilamellar vesicles can be obtained by this technique, it also yields multilamellar and multivesicular vesicles. Examples of these are shown in Figure 3.2B and 3.2C. In contrast to
that, OLA does not show clustering of vesicles, or GUVs engulfed inside others, as can be seen in the confocal scan in Figure 3.1B\(^3\).

**Fig. 3.1.** Comparision of electroformed and OLA vesicles. (A) Electroformation results in heterogeneous vesicles and a wide range in vesicle sizes. The diameters of the electroformed vesicles range from 2 µm to 30 µm. (B) OLA results in more homogeneous vesicles with a smaller spread in liposome size. The diameters range from 27 µm to 36 µm.

\(^3\)The confocal micrographs of electroformed and OLA-derived vesicles shown in this figure were obtained by D. Sobota and R. Tivony, respectively.
3.2 Validation of Membrane Unilamellarity

3.2.2 Dithionite Bleaching Assay

Although the images in Figure 3.1 suggest that the OLA-derived vesicles consist of a single bilayer, they do not provide quantitative evidence for the unilamellarity of these liposomes. For this reason, we subjected OLA vesicles to a dithionite bleaching assay. In this assay, the membrane impermeable anion dithionite is added to a population of vesicles which contain a fraction of nitrobenzoxadiazole (NBD) labelled lipids. It is assumed that the NBD labelled lipids are evenly distributed among the outer and inner leaflet of the bilayer. If brought in contact, the dithionite reduces and thereby irreversibly bleaches NBD. However, the dithionite cannot enter the inside of the vesicle and thereby only bleaches the outermost leaflet of the membrane. If the vesicles indeed consist of a single bilayer, the fluorescence is expected to drop to half of its original value, as the inner leaflet of the GUV remains fluorescent [120, 121]

The IA and OA for this experiment consisted of 200 mM sucrose and 15% v/v glycerol in PBS. Again, the OA contained 50 mg/mL P-188, whereas the IA had no P-188. The LO phase consisted of 2 mg/mL of a 3:1 DOPC-DOPG lipid mixture (1,2-dioleoyl-sn-glycerol-3-phosphocholine and 1,2-dioleoyl-sn-glycero-3-phospho-1′-rac-glycerol) with 0.5% 16:0 NBD-PC in octanol. As before, the extracted vesicle stock was diluted with a low-density solution of 200 mM glucose with 15% v/v glycerol in PBS for imaging. We mixed 15 µL of the vesicle stock with 35 µL of the low-density dilution stock and similarly left the GUVs to settle on the surface of the imaging chamber. We prepared a dithionite stock solution of 1 M sodium dithionite in Tris pH 10 buffer. We then diluted the concentrated dithionite stock

Fig. 3.2. Confocal images displaying the heterogeneity of electroformed vesicles. Image (A) shows a presumably unilamellar vesicle. The left vesicle in image (B) is clearly multilamellar, indicated by the thicker membrane and higher brightness, compared to the other vesicles in the image. Picture (C) shows three multivesicular liposomes.
solution further by mixing it with the glucose buffer to obtain a final dithionite concentration of 15 mM. After starting imaging, we added 30 µL of the 15 mM dithionite solution to the chamber containing the vesicles. Imaging was performed on a confocal microscope (Olympus IX83, FV10-MCPSU laser system, 20× objective UPLSAPO Olympus, 5 s frame interval). Image analysis was performed using the open source software Image J. The mean intensity of the fluorescent rings was extracted using the software’s band tool, explained in more detail below.

**Fig. 3.3.** Normalised intensity traces of the liposome membranes. (A) Intensity drop of the liposome membranes (N = 10) upon addition of dithionite. The mean intensity of the observed liposomes is shown in black with the standard deviations depicted in grey. The drop to half of the initial value is caused by the bleaching of the outer membrane leaflet by the dithionite. (B) Liposome intensity (N = 3) stays stable throughout the entire experiment upon addition of buffer without dithionite, suggesting a negligible effect of photo bleaching. The insets show a representative liposome at the beginning of the measurement and after 2000 s. Scale bars = 10 µm.

The intensity traces of the liposomes normalised to their initial intensity value are depicted in Figure 3.3. Figure 3.3A shows the intensity drop upon addition of dithionite, whereas Figure 3.3B shows the results of the bleaching control experiment upon the addition of buffer without dithionite. The mean intensity of the observed liposomes is shown as a black line with the standard deviations depicted in grey. The intensity of the liposomes subjected to dithionite (N = 10) drops to half of the initial intensity after about 500 seconds and then stays steady at that value. These results suggest that the liposomes indeed consist of a single lipid bilayer, whose outer leaflet is bleached by the dithionite [120]. Since the dithionite anion cannot penetrate the membrane, the inner leaflet of the membrane is not affected by the dithionite and remains fluorescent. The control experiment without dithionite in Figure 3.3B shows a stable intensity signal over the timespan of the entire experiment (N = 3). This
suggests that photo bleaching does not play a significant role in the observed drop in the intensity and that we are indeed observing the bleaching of the outer leaflet of a single bilayer. Liposomes produced by OLA have previously been tested for their unilamellarity via the incorporation of the pore forming toxin α-hemolysin [56]. Additionally, the antimicrobial peptide cecropin B was found to permeabilise and lyse OLA-produced liposomes, again suggesting that the liposomes are unilamellar [69]. The dithionite assay performed by us provides an additional, quantitative proof that the liposomes formed with OLA are indeed unilamellar.

### 3.2.3 Conclusion on Membrane Lamellarity

To recapitulate, in this section we investigated the appearance of OLA vesicles using confocal microscopy in order to infer conclusions about their lamellarity and vesicularity. We compared the images of OLA vesicles to images of electroformed GUVs that we formed in the same solutions. While we found that both techniques yield unilamellar vesicles, electroformation also yielded multilamellar and multivesicular vesicles, whereas we did not observe these with OLA. Since the appearance alone does not suffice to safely claim the unilamellarity of the OLA GUVs, we also performed a dithionite bleaching assay on the vesicles, in order to assess the unilamellarity quantitatively. Our results support previous investigations that reported the unilamellarity of OLA liposomes [56, 69].

### 3.3 Investigating the Membrane Lipid Composition

In the previous section we tested OLA generated vesicles for unilamellarity and multivesicularity. In order to visualise the lipid membrane in these experiments, a fraction of the lipids we added to the LO phase was fluorescently labelled. Since we were able to observe the fluorescence in the resulting GUVs, it is clear that these fluorescently labelled lipids translate into the GUV membrane together with the unlabelled lipids. However, from the experiments above, we cannot deduce whether or not the lipid composition of the resulting GUVs actually matches the composition of the lipid mixture in the LO phase. Theoretical and experimental studies suggest different partition coefficients of octanol into bilayers of PG, PE and PC lipids, respectively [122, 123]. A lipid type with a higher affinity to octanol could therefore potentially remain in the LO phase during liposome formation. It is important to quantify that no such demixing occurs and that the membrane composition of the obtained liposome
matches the lipid mixture in the LO phase. The emergence of the field of lipidomics [124] highlights the increasing importance attributed to membrane composition. When using GUVs as a tool to study membrane transport or other membrane processes, knowledge of this property is therefore of great importance [98].

In the following section, we demonstrate comprehensively the feasibility of the OLA technique in forming GUVs of binary lipid mixtures of DOPC, DOPG and DOPE lipids in different lipid ratios. Via a mean intensity analysis performed on the OLA vesicles, we were able to assess the lipid composition of the liposomes.

### 3.3.1 Experimental Procedure

We tested whether or not the lipid composition of OLA liposomes matches the lipid mixture in the LO phase for three different binary lipid mixtures. This was done by doping one of the lipids of the binary lipid mixture with a fluorescent derivate and forming GUVs at different mixing ratios. By assessing the fluorescence of the resulting GUVs, we can deduce the makeup of the lipid bilayer, as we expect to observe the fluorescence of the resulting GUVs to scale according to the percentage of fluorescently tagged lipid in the mixture. Our proposed mechanism is schematically drawn in Figure 3.4.

The lipids used to form the lipid systems were 1,2-dioleoyl-sn-glycero-3-phospho-rac-(1-glycerol)sodium salt (DOPG), 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) and 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine (DOPE). In each of the lipid systems, two of the lipids were combined in 2:2, 1:3 and 3:1 mixing ratio. One lipid contained a small proportion of a fluorescently labelled lipid (18:1-12:0 NBD PC or 16:1 Liss Rhod PE), causing the fluorescence of the GUVs to scale in a defined manner. Aliquots of the individual lipids were combined to form binary lipid systems in three different ratios. The lipids were dissolved in 1-octanol to a final concentration of 3.6 mg/mL to form the LO phase. The exact lipid mixing protocols can be found in Appendix A.3. The investigated binary lipid systems were as specified in Table 3.1.
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Fig. 3.4. Schematic of liposome production and proposed mechanism of lipid mixture conversion from the LO phase to the liposomes. A binary mixture of lipid A and lipid B is dissolved in the octanol phase, whereby a fixed proportion of lipid B is fluorescently labelled. The mixing ratio of lipid A to B is maintained from the LO phase to the resulting GUV. By changing the mixing ratio of lipid A to B, the fluorescence intensity of the resulting GUVs should scale proportionally to the content of lipid B in the mixture.

A mixture of 200 mM sucrose and 15% v/v glycerol in PBS buffer was used as the standard solution for the inner aqueous (IA) phase of the lipid mixture experiments. The base solution of the outer aqueous (OA) phase was identical to the IA but contained an additional 50 mg/mL poloxamer Kolliphor P-188. For all experiments containing DOPE lipid, P-188 was also added to the IA phase, as we found this increased liposome stability, confirming the membrane-stabilising properties of P-188 we discussed in Section 2.4.3. As in our previous experiments, a low-density solution with the same composition as the IA, but containing 200 mM glucose instead of sucrose was prepared. All solutions used are again summarised in Appendix Table A.4.
Table 3.1. Lipid stocks forming the binary lipid systems used to create GUVs with the OLA technique. Lipid A and Lipid B were combined in 1:3, 2:2, and 3:1 volume ratios each. Lipid B contains a small fraction of fluorescently labelled lipids. The membrane composition was evaluated by observing if the fluorescence intensity of the liposomes scales as expected from the lipid mixture.

<table>
<thead>
<tr>
<th>Binary Lipid System</th>
<th>Lipid A</th>
<th>Lipid B</th>
</tr>
</thead>
<tbody>
<tr>
<td>PGPC DOPG - DOPC</td>
<td>90 mg/mL DOPG</td>
<td>90 mg/mL DOPC with 0.1% m/m NBD-PC</td>
</tr>
<tr>
<td>PCPE DOPC - DOPE</td>
<td>90 mg/mL DOPC</td>
<td>90 mg/mL DOPE with 0.05% m/m Liss Rhod PE</td>
</tr>
<tr>
<td>PGPE DOPG - DOPE</td>
<td>90 mg/mL DOPG</td>
<td>90 mg/mL DOPE with 0.05% m/m Liss Rhod PE</td>
</tr>
</tbody>
</table>

We formed the GUVs as described in the sections above. However, the GUVs were not transferred into an imaging chamber. Instead, the outlet reservoir was used to both collect and image the created vesicles directly. After adjusting the pressure such that a stable vesicle formation was established, 15 μL of the low-density dilution stock was pipetted into the outlet. After 1-3 hours of vesicle formation, the microfluidic chip was disconnected from the microfluidic pump and the vesicles imaged on a confocal microscope.

3.3.2 Microscopy Parameters and Image Processing

Standard epifluorescence microscopes (Nikon TE 2000U or Olympus IX 73) were used for imaging the microfluidic devices during vesicle production and the PVA treatment of the microfluidic chips [68]. The recording of the fluorescence data of the lipid mixtures was performed on commercial inverted confocal microscopes. Images were obtained with the focal plane of the microscope set to the centre of the vesicles in order to capture the fluorescence at the equator of the vesicles. A Leica TCS SP5 Confocal was used to image PGPC liposomes fluorescently labelled with nitrobenzoxadiazole (NBD), excited by a 488 nm laser. An Olympus FluoView FV1000 Confocal Laser Scanning Microscope was used to image PGPE and PCPE liposomes fluorescently labelled with Liss Rhod PE, which were excited by a 559 nm laser. Importantly, all optical parameters were kept the same for the measurement of each lipid system. The detailed imaging parameters can be found in Appendix A.3.

---

4The measurement of the PGPC lipid mixture, as well as the image analysis was performed by H. Sleath, as part of her Part III project supervised and instructed by M. Schaich.
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The mean intensity values of the fluorescent ring of a vesicle were extracted using the open source software ImageJ as depicted in Figure 3.5. Using the software’s band tool, the intensity of the fluorescent ring was extracted. The band width was 2 µm. Overlaps with other vesicles, or bright fluorescent spots stemming from residual octanol in the membrane, were excluded from the analysis using the software’s brush tool.

We performed a linear regression for each lipid system (PGPC, PCPE and PGPE) with the fluorescence intensities of the liposomes on the y-axis and relative concentrations of the fluorescently tagged lipid in the LO phase on the x-axis. The y-intercept for the regression was fixed at zero. We then normalised the fluorescence intensities of each lipid system with the slope of the linear function we obtained from the regression. By normalising to the slope of the regression, the new values scale directly with the relative concentrations of the fluorescently doped lipid in the mixture. This results in expected values of 1, 2 and 3 for the 3:1, 2:2 and 1:3 (non-fluorescent: fluorescent lipid ratio) systems, which facilitates comparison of the fluorescence intensity ratios.

Fig. 3.5. Extraction of the mean average fluorescence of GUVs. A 2 µm thick band (shown in yellow) engulfing the fluorescent ring of the liposome was used as the region of interest. Areas of overlapping liposomes, or bright fluorescent spots stemming from residual octanol or lipid aggregates in the membrane were excluded.

Importantly, the images were acquired with identical optical parameters for all three volume ratios of the binary lipid systems. The difference in fluorescence is therefore not the result of a difference in excitation power or camera sensitivity, but of a higher number of the fluorescently labelled lipids in the GUV membranes. When choosing the microscope parameters, we were careful to eliminate the possibility of PMT saturation, which would have skewed our measurements. We always performed the measurement with the liposomes containing the largest amount of fluorescently labelled lipids first, which was expected to have the highest fluorescence intensity. After calibrating the microscope properties with this set and making sure no PMT saturation occurred, the GUVs with lower expected intensities were imaged.
3.3.3 Results of the Mean Intensity Analysis

Figure 3.6 shows representative images obtained for the lipid mixtures PCPE (DOPC – DOPE) in three different volume ratios. In this case, the DOPE stock contained 0.05% Liss Rhod PE lipids. As can be seen in the images, the fluorescence intensity of the liposomes increases with larger DOPE content in the LO phase, as expected. We also observed this behaviour for the other two lipid systems PGPE (DOPG – DOPE) and PGPC (DOPG – DOPC), where the DOPC phase was doped with 0.1% of the fluorescent NBD-PC. Representative images of all three binary lipid systems are shown in the Appendix Figures A.2, A.3 and A.4.

We performed a mean fluorescence intensity analysis on each of the binary lipid systems under investigation in order to quantify the shift in fluorescence between the different lipid mixing ratios. The results are depicted in Figure 3.7. We performed a linear regression on the fluorescence intensities of each lipid system and then normalised the fluorescence values to the slope of the linear function we obtained. This results in a gradient of +1 for the normalised intensity values with increasing relative concentrations of fluorescently doped lipid. For the 3:1, 2:2 and 1:3 lipid mixtures this translates into values of 1, 2 and 3, respectively, if the lipid composition of the LO phase is maintained in the vesicles produced. We observe the expected linear scaling in our experiments. The PCPE vesicles showed values (mean ± std. dev.) of 1.01 ± 0.1, 2.01 ± 0.68 and 2.98 ± 0.62 for the mixing ratios 3:1, 2:2 and 1:3, respectively. The PGPC vesicles yielded mean normalised intensities of 0.81 ± 0.13,
2.06 ± 0.25 and 3.02 ± 0.32 for the mixing ratios 3:1, 2:2 and 1:3, respectively. Note that we were not able to form stable PGPE liposomes in the 3:1 lipid ratio. However, we were able to form PGPE vesicles in the ratios 2:2 and 1:3, which followed the expected scaling with values of 1.99 ± 0.29 and 3.00 ± 0.33.

We attribute the small deviations we observed from a linear increase to pipetting error, photo bleaching as well as low signal-to-noise ratio. The latter affects primarily the vesicles with low amounts of fluorescent lipid, as we imaged all lipid systems with constant optical parameters and did not change the signal-to-noise ratio by adjusting the gain setting of the microscope.
Fig. 3.7. Results of the mean fluorescence intensity analysis for the binary lipid mixtures studied. The scatter plots on the left show the raw intensities of the individual vesicles. In these graphs, the y-axis shows the average fluorescence intensity and the x-axis the relative amount of fluorescently doped lipid in the LO phase. The respective linear regression line for every lipid system is shown in grey with the gradient given inset. Boxplots of the mean normalised intensity for every lipid mixture are shown in the graphs on the right. For the boxplots, we normalised the fluorescence intensities of the individual vesicles to the slope of the linear fit line. The normalised intensities of the lipid systems increase in accordance with their larger fraction of the fluorescently doped lipid. The increase in fluorescence for PCPE (A), PGPC (B) and PGPE (C) scales in a linear manner, as expected from the relative concentration of the fluorescently doped lipid in the LO phase. It was not possible to form PGPE lipid vesicles in a 3:1 mixing ratio. The upper and bottom ends of the box indicate the top and bottom quartile, whereas the upper and lower whiskers indicate the smallest and largest value of the set. Outliers ±3/2 of the upper and lower quartiles are not shown in the plot but are included in the analysis. The line in the middle of the box indicates the median value.

3.3.4 Discussion

The electroformation technique is a widely used method in the biophysics community [125]. It has also been used for the creation of liposomes with complex binary and ternary lipid mixtures [35, 38]. Our experiments show that OLA is likewise able to form GUVs of different binary lipid mixtures. However, our experiments revealed that it is not possible to form PGPE vesicles of 3:1 lipid ratio with OLA. The issue impeding our measurements of these vesicles was their low stability. Although it was initially possible for us to form these vesicles at the OLA junction, they appeared to be less resistant to mechanical stress compared to the PCPE and PGPC vesicles. The vast majority of PGPE (3:1) vesicles that were created at the OLA junction burst as they flowed through the microfluidic chip towards the outlet reservoir. The likely reason is that these vesicles burst when subjected to shear stress from the PDMS channel walls [68]. Although occasionally individual vesicles survived to the end of the outlet channel in the reservoir, we noticed bursting events for these vesicles after several minutes as well.

We partially attribute this behavior to the lipid polymorphism of PGPE (3:1) vesicles. PE lipids are known to have a cone like shape which makes it energetically unfavourable for them to form lamellar structures [126]. If forced into a GUV forming bilayer, the acyl chains are pressed together, increasing the lateral pressure at the centre of the membrane, a state coined the ‘frustrated bilayer’ [127, 128]. In nature, this pressure can be balanced by the enrichment of the PE lipid in the inner leaflet of the membranes of cells [127, 129]. The fact that we
could produce PCPE liposomes in all three lipid ratios suggests that other effects in addition to the lipid shape are responsible for the low stability of PGPE (3:1) vesicles. Additionally, there are reports that PG stabilises PE membranes, which seemingly contradicts our findings [130]. However, these studies only looked at PG fractions of up to 30 mol%, whereas the PGPE (3:1) GUVs in our experiments predominantly consist of PG. MD simulations by Murzyn et al. on POPG-POPE (1:3) bilayers revealed that the prevailing interactions between lipid molecules are water bridges and H-bonds [131]. While PE predominantly forms all these bonds with PG lipids, PE also bonds to other PE molecules. PG on the other hand barely bonds with other PG molecules [131]. The low H-bonding capacity of PG lipids has also been observed in MD simulations on pure PG bilayers by Zhao et al., who attribute this to the net negative charge and electrostatic repulsion of the individual molecules [132]. However, the two simulations diverge on the role of ion bridges between lipids. Whereas Murzyn et al. found that Na\(^+\) ion bridges are only a minor contributor to membrane stability, Zhao et al. found strong ion-mediated interactions between the lipid molecules causing attractive forces that overcome the electrostatic repulsion between the negatively charged PG headgroups [132]. Our findings suggest that in addition to the effect of PE, the high content of charged PG in the PGPE (3:1) GUVs further destabilises the membrane. However, more research is needed to explain the low stability behaviour of the PGPE (3:1) vesicles that we observed.

### 3.3.5 Conclusion on Lipid Mixtures

Future experiments involving the use of lysolipids could provide further evidence to indicate whether the cone shape of PE lipids and the charge density of PG are responsible for the low stability of the PGPE (3:1) vesicles we observed. Lysolipids, such as LPC, only have one acyl chain and add a high positive curvature to the membrane. As such, they can counterbalance the negative curvature induced by the PE lipids (18, 19). A tertiary lipid mixture of LPC, DOPG and DOPE should therefore have a higher stability than binary PGPE mixtures. Other potential methods to yield GUVs of arbitrary compositions involve stabilising the membrane mechanically using nanostructures. Since OLA allows for the efficient encapsulation of substances in the interior of the vesicles, as well as coating from the exterior in well-defined conditions [69], an artificial cytoskeleton, for instance made of DNA [133], could be applied to the membrane.
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In the previous two sections, we validated the unilamellarity of OLA derived liposomes and furthermore tested OLA for its capability in forming GUVs of defined lipid mixtures. In the following section, we want to investigate the dynamics of the lipid molecules in the membrane itself. For this, we performed fluorescence recovery after photobleaching (FRAP) measurements on fluorescently labelled OLA and electroformed GUVs.

In the FRAP technique, depicted in Figure 3.8A, a small region of the GUV membrane, doped with fluorescent lipids, is irreversibly bleached using a confocal microscope. As the surrounding non-bleached lipid molecules diffuse into the area, the fluorescence of the previously bleached region of interest recovers. From the recording and analysis of this recovery, it is possible to calculate the lipid lateral diffusion coefficient of the lipids [134]. FRAP is a powerful biophysical technique and has been used on cells and GUVs in the past, for instance to investigate protein diffusion on cellular surfaces [135] or lipid rafts [136]. Using FRAP, we will directly compare the lipid lateral diffusion coefficients of OLA-derived GUVs to those obtained from vesicles generated by the established electroformation technique. By comparing the lateral diffusion coefficients in different chemical environments, we will assess whether or not the presence of the poloxamer P-188 or residual octanol affects lipid lateral diffusion. We thus provide an important biophysical characterisation of liposomes produced using microfluidics. Quantitative similarity of OLA derived GUVs and electroformed GUVs will encourage the wider uptake of this novel liposome production method in the field. Furthermore, quantitative similarity provides a strong argument for the use of microfluidic GUVs for the study of membrane properties such as permeability.

3.4.1 Experimental Procedure

We formed GUVs of two different PC lipid types by both electroformation and OLA to obtain and compare their lateral lipid diffusion coefficients. The tested lipids were 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) and 1-palmitoyl-2-oleoyl-glycero-3-phosphocholine (POPC). The LO phase consisted of 4 mg/mL PC lipid with 0.5% m/m NBD-PC in octanol. The aqueous solutions (200 mM sucrose, 15% glycerol) were prepared in milli-Q water, as the formation of GUVs using electroformation fails at high salt concentrations [23, 39]. We extracted the GUVs as described in Section 3.1.1 and imaged them on confocal imaging chambers, after mixing them with a low-density glucose stock.
3.4 Lateral Diffusion Coefficient

Table 3.2. P-188 concentrations in the respective environments that the FRAP measurements were performed in. Vesicles of the high P-188 environment were formed in 50 mg/mL. For imaging, they were diluted in the low density stock devoid of P-188 lowering the outside concentration to 14 mg/mL. OLA vesicles could not be formed in a solutions completely devoid of P-188.

<table>
<thead>
<tr>
<th></th>
<th>Encapsulated P-188 concentration</th>
<th>Outside P-188 Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electroformation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>no P-188 environment</td>
<td>0 mg/mL</td>
<td>0 mg/mL</td>
</tr>
<tr>
<td>high P-188 environment</td>
<td>50 mg/mL</td>
<td>14 mg/mL</td>
</tr>
<tr>
<td>OLA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>low P-188 environment</td>
<td>0 mg/mL</td>
<td>14 mg/mL</td>
</tr>
<tr>
<td>high P-188 environment</td>
<td>50 mg/mL</td>
<td>14 mg/mL</td>
</tr>
</tbody>
</table>

Two sets of vesicles for each technique were investigated. The lateral diffusion coefficient of one set was measured in a high P-188 environment, the other set was measured in a low P-188 environment. The P-188 concentrations in the respective environments are given in Table 3.2. The solutions furthermore contained glycerol, sucrose and glucose; these were left out in Table 3.2 for the sake of clarity. The full solution compositions used for liposome formation and FRAP measurements are listed in Appendix Tables A.4 and A.5. Note that since OLA requires the addition of P-188 at least in the OA phase to form vesicles, we were not able to create an environment for OLA vesicles that was completely devoid of the poloxamer.

In a second series of experiments, we performed FRAP measurements on electroformed DOPC vesicles at varying levels of glycerol (0% vs 15% glycerol, each in the IA and OA) and different temperatures (approximately 20°C vs. 37°C). For these experiments, we used similar sucrose solutions, devoid of ions and P-188 as laid out in Appendix A.4 but with varying glycerol content.

### 3.4.2 Microscopy Parameters and Image Analysis

The FRAP measurements were performed on an Olympus FluoView FV1000 Confocal Laser Scanning Microscope equipped with a cellVivo Incubation System. The field of view was focused on the bottom of a GUV. By adjusting the pinhole diameter, the slice thickness was increased such that the lower part of a GUV was observed as a fluorescent disc. Using
the FRAP function of the microscope’s software, a spot of Ø 4 µm was bleached and the fluorescence recovery observed. 8 images were collected pre-bleaching. Bleaching was performed over 0.1 s with 98% laser power and the fluorescence recovery was recorded for 100 frames (2 µs/pixel exposure).

**A FRAP Measurement**

![FRAP Measurement](image)

**B Fractional Recovery Trace**

![Fractional Recovery Trace](image)

**Fig. 3.8.** (A) Example of a vesicle in the different stages of a FRAP measurement. The fluorescence intensity of a circular disk is recorded pre-bleaching (i), bleached (ii) and recovered (iii). The bleached region manifests itself as a dark circle on the vesicle membrane. (B) Fractional recovery trace of a vesicle. An exponential curve is fit to the trace from which the half-life recovery time \( t_{1/2} \) is extracted. The lateral diffusion coefficient of the lipids is calculated using the extracted half-life time and the area of the bleaching spot. Scale bar 10 µm.

We calculated the fractional fluorescence recovery trace \( f_K(t) \) for each vesicle, according to the formula below (30, 31):

\[
f_K(t) = \frac{F_K(t) - F_K(0)}{F_K(\infty) - F_K(0)}
\]

(3.1)

where \( F_K(t) \) is the measured fluorescence intensity, \( F_K(0) \) is the intensity just after bleaching and \( F_K(\infty) \) is the recovered intensity. The recovered intensity was defined as the average of the last 8 frames of the fluorescence trace. Furthermore, the mobile fraction \( M \) of each vesicle was calculated:

\[
M = \frac{F_K(\infty) - F_K(0)}{F_K(t < 0) - F_K(0)}
\]

(3.2)
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The fluorescence intensity before bleaching \( F_K(t < 0) \) is defined as the average of the 8 frames recorded pre-bleaching. An exponential function of the form \( y = y_0 \times (1 - \exp(-at)) \) was fit to the fractional recovery curve of each vesicle and the half-life recovery time \( t_{1/2} \) was extracted, as shown in Figure 3.8. We calculated the lipid lateral diffusion coefficient of each vesicle, following the approach of Axelrod et al. [137] and Soumpasis [138]:

\[
D = 0.224 \times \frac{w^2}{t_{1/2}}
\]

(3.3)

where \( w \) is the radius of the bleaching spot.

3.4.3 Results of the FRAP Measurements

We followed the guidelines for FRAP analysis recommended by Chen et al. [139] and Tocanne et al. [140], only including diffusion measurements performed on vesicles where the radius of the bleached spot \( w \) was small compared to the diffusion area \( A \left( \frac{A}{w} > 5 \right) \). Furthermore, we kept the bleaching pulse \( t_B \) short compared to half-life recovery time \( t_{1/2} \) \( (t_B < \frac{1}{10}t_{1/2}) \) and used \( t_B = 0.1s \), as recommended by Guo et al. [141]. Additionally, we excluded vesicles that moved during the FRAP measurement, as well as vesicles whose fluorescence did not recover to at least 75% of the pre-bleaching intensity (exclude mobile fraction of \( M < 0.75 \)). For the latter, the assumption of an infinite lipid reservoir is not met, and the diffusion coefficient can be underestimated due to the bleaching of substantial parts of the membrane. The vesicles we excluded due to a mobile fraction \( M < 0.75 \) typically also did not meet the criterion of a small bleaching spot \( w \) compared to the diffusion area \( \left( \frac{A}{w} > 5 \right) \).

The lateral lipid diffusion coefficients of DOPC vesicles obtained with the different formation techniques are compared in Figure 3.9A. Without the presence of P-188 in the IA, the FRAP experiments revealed values (mean ± std. dev.) of 1.0 ± 0.2 µm\(^2\)/s (N = 17) and 1.1 ± 0.2 µm\(^2\)/s (N = 34) for electroformed and OLA vesicles, respectively. Note that in the above case, the outside solution of the OLA vesicles contained 14 mg/mL P-188, whereas the outside solution of the electroformed vesicles was devoid of P-188. As pointed out above, the reason for this lies in the fact that GUV formation with OLA is not possible without the presence of P-188 in the OA phase. GUVs formed with 50 mg/mL P-188 encapsulated within the vesicle showed values of 1.2 ± 0.4 µm\(^2\)/s (N = 14) for electroformation and 1.0 ± 0.3 µm\(^2\)/s (N = 30) for OLA. The measurements on POPC vesicles yielded similar results as the DOPC measurements in the range of 1 µm\(^2\)/s. Electroformed and OLA vesicles without the presence of P-188 had lateral diffusion coefficients of 0.8 ± 0.2 µm\(^2\)/s (N = 28)
and $1.0 \pm 0.3 \, \mu m^2/s$ ($N = 49$), respectively. With 50 mg/mL P-188 encapsulated in them, the GUVs yielded diffusion values of $1.3 \pm 0.4 \, \mu m^2/s$ ($N = 20$) and $0.9 \pm 0.3 \, \mu m^2/s$ ($N = 27$) for electroformation and OLA, respectively.

We furthermore conducted FRAP measurements on electroformed DOPC vesicles with varying glycerol content (0% vs. 15%) and temperatures (20°C vs. 37°C), shown in Figure 3.9B. We found a stronger difference between the lateral diffusion coefficients with varying glycerol and temperatures than between the different formation techniques or varying P-188 concentrations. The diffusion coefficient (mean ± std. dev) increases from $1.0 \pm 0.2 \, \mu m^2/s$ ($N = 17$) at 20°C and 15% glycerol to $1.6 \pm 0.2 \, \mu m^2/s$ ($N = 12$) without the presence of glycerol. At 37°C, the coefficients rise to $1.9 \pm 0.6 \, \mu m^2/s$ ($N = 19$) with 15% glycerol and $2.2 \pm 0.5 \, \mu m^2/s$ ($N = 7$) without glycerol.

Fig. 3.9. Boxplots of the lipid lateral diffusion coefficients obtained via FRAP. (A) Comparison of DOPC vesicles produced by OLA and electroformation with varying concentrations of encapsulated P-188. The lateral diffusion coefficients are on the order of $1 \, \mu m^2/s$ for all investigated systems, irrespective of the production method or the presence of P-188. (B) Lipid lateral diffusion coefficients of electroformed DOPC vesicles at varying temperatures and glycerol concentrations. We found a significant ($p < 0.001$) increase in lateral diffusion with rising temperature and decreasing glycerol concentration, compared to the base line at room temperature (approximately 20°C) and 15% glycerol.
3.4 Lateral Diffusion Coefficient

3.4.4 Discussion of the Results

Lateral lipid diffusion values reported in the literature vary greatly, as these are strongly affected not only by the chemical and physical environment [133], but also by the choice of measurement technique. Different techniques like Fluorescence Correlation Spectroscopy (FCS), FRAP and NMR have yielded different lateral diffusion coefficients [142]. For instance, Filippov et al. obtained values of 9.32 µm²/s for DOPC and 8.87 µm²/s for POPC with NMR [143], both higher than the values obtained by us. Furthermore, the choice of membrane platform, e.g. supported lipid bilayer (SLB) vs. GUV [144] can influence the measurement. Guo et al. report POPC lateral diffusion coefficients of 1.8 ± 0.2 µm²/s on supported lipid bilayers and 3.3 ± 0.2 µm²/s on GUVs [141] while Pincet et al. measured DOPC lateral diffusion coefficients of 1.9 ± 0.4 µm²/s on supported lipid bilayers and 3.4 ± 0.7 µm²/s on GUVs [144]. All values are again summarised in Table 3.3. The values above are in good agreement with the values we obtained for OLA vesicles, albeit still significantly elevated. We explain this by the presence of 15% v/v glycerol in the OLA solution, as both previous research and our control experiments reveal that glycerol lowers the lateral diffusion coefficient [145]. Our FRAP measurements at elevated temperatures and without the presence of glycerol match the above-mentioned values more closely. Furthermore, differences in the exact shape of the bleaching profiles, the imaging parameters and data analysis can skew the obtained diffusion values [146]. Interestingly, our control experiments also reveal that varying the glycerol concentration and temperature both have a stronger effect on the lateral diffusion coefficient of lipids in electroformed DOPC vesicles than variations in the P-188 concentration or the formation technique.

Table 3.3. Lateral diffusion coefficients measured with different techniques and lipid systems. NMR measurements were performed on multivesicular vesicles. The GUV and supported lipid bilayer (SLB) values were obtained via FRAP.

<table>
<thead>
<tr>
<th></th>
<th>NMR</th>
<th>GUV</th>
<th>SLB</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOPC</td>
<td>9.32 µm²/s [143]</td>
<td>3.4 ± 0.7 µm²/s [144]</td>
<td>1.9 ± 0.4 µm²/s [144]</td>
</tr>
<tr>
<td>POPC</td>
<td>8.87 µm²/s [143]</td>
<td>3.3 ± 0.2 µm²/s [141]</td>
<td>1.8 ± 0.2 µm²/s [141]</td>
</tr>
</tbody>
</table>

3.4.5 Confocal Imaging of Octanol Pocket

Interestingly, we were able to find vesicles with and without an attached octanol pocket amongst the population of extracted OLA vesicles for both DOPC and POPC. Figure 3.10 shows isometric and confocal sliced views of GUVs with and without the octanol attached.
Fig. 3.10. (A) Isometric view of three GUVs produced with OLA. Two vesicles have a bright octanol pocket attached to their surface. (B) Sliced view of two of the vesicles. The white lines indicate the slice planes. The upper image shows the top view, whereas the bottom image shows the vesicle from the side. A bright octanol pocket can be seen on the side view of the left vesicle. It is not visible in the top view, as it is not within the slice plane. The view on the right shows a vesicle without a visible bright octanol pocket attached to it.
The octanol typically manifests itself as a bright spot on the top side of the vesicle. We did not observe a significant ($p < 0.01$) difference between the lateral diffusion coefficients of vesicles with and without octanol pockets attached. The FRAP measurements of both DOPC and POPC, as well as the measurements with varying temperature and glycerol content are summarised again in Appendix Tables A.6 and A.7. Statistical analyses for the FRAP measurements are reported in Appendix Tables A.8-A.17.

In the confocal scan of a vesicle, the octanol pocket manifests itself as a bright spot at the top side of a GUV. This location is plausible, due to the lower density of octanol compared to the surrounding aqueous solution. The higher brightness can be explained by the large number of lipid molecules in the bulk of the octanol droplet, compared to the single bilayer of the vesicle membrane. 3D reconstructions of confocal scans of both types of vesicles are depicted in Figure 3.10. Remarkably, we found no significant differences ($p < 0.01$) in lateral lipid diffusion coefficients between vesicles with or without an octanol pocket. This is an interesting parallel to research by Karamdad et al. who compared the bending rigidity of vesicles obtained with a microfluidic technique (using squalene oil) to electroformed vesicles. They also found that the presence of residual oil in the membrane did not alter the biophysical properties of the membrane [52].

While most studies report octanol having a lowering effect on the phase transition temperature of lipids [104, 117, 147], conflicting reports exist on its effect on lateral lipid diffusion coefficients. Molecular Dynamics simulations by Griepernau et al. on DMPC membranes showed a decrease in lateral diffusion of the lipids in presence of 1-octanol [104], whereas NMR experiments by Rifici et al. on the same lipid revealed an increase in lateral diffusion [147]. They furthermore reported sudden changes in lateral diffusion near the phase transition temperature $T_m$ [147]. A possible explanation for why we did not observe a strong shift in lateral diffusion coefficients between OLA vesicles containing octanol vs. electroformed vesicles without octanol might lie in the phase transition temperature of the lipids used in our experiment. According to the manufacturer, DMPC lipids investigated by the previously mentioned groups have a melting temperature of 24°C, whereas the DOPC and POPC lipids we investigated have melting temperatures of -17°C and -2°C, respectively. Since we performed our experiments at room temperature (approximately 20°C), the lipids are well in the fluid phase and the effect of altered phase transition temperature due to the octanol might have diminished. Furthermore, it is possible that the diffusion lowering effect of the glycerol dominates our system. In addition, the cutoff effect of anesthetics, described in Section 2.4.3, could play a role in modulating membrane properties. The cutoff effect describes the phenomenon of the increasing anesthetic potency of alcohols with increasing chain length, which
suddenly levels off and even reverses for much longer chain lengths [104, 115, 147]. Since the investigated DOPC and POPC lipids have 18:1c9 and 16:0-18:1 acyl chains, respectively, octanol with a chain length of 8 might reach into the domain where membrane modulation changes from a destabilising to a stabilising effect. However, in this case, the effect should have also been observed in the 14:0 DMPC system.

3.4.6 Conclusion on Lateral Diffusion

Overall, our experiments suggest that neither the formation technique, nor the presence of P-188 changes the lateral diffusion coefficients in a substantial manner (see Appendix Table A.6). However, we did find a significant effect of glycerol and temperature on the lipid lateral diffusion. Future experiments to characterise OLA produced vesicles could involve the quantification of the actual content of octanol left in the membrane (if any) after the budding off process, for instance by mass or Raman spectroscopy. A follow up investigation would involve OLA vesicles of different lipid types with higher chain melting temperatures, as they are likely to show more pronounced changes in membrane properties due to the presence of any residual octanol.

3.5 Conclusion

In this chapter, we conducted a biophysical analysis of lipid vesicles generated by the novel Octanol-Assisted Liposome Assembly (OLA) technique. The comparison of confocal images showed the homogeneity of the GUVs obtained with this technique. In comparison to other techniques, OLA yields a narrower size distribution and does not produce multivesicular or multilamellar GUVs. We furthermore showed the unilamellarity of the OLA GUVs by conducting a dithionite bleaching assay.

Using the fluorescence recovery after photobleaching (FRAP) technique, as well as a mean fluorescence analysis, we investigated the membrane composition and the lateral diffusion of lipid molecules of GUVs generated by OLA. In recent years, we have gained a better understanding of the importance of both parameters on cellular processes. For instance, simulations by Duncan et al. show that clustering of certain channel proteins is modulated by the compositional complexity as well as the lateral diffusion coefficient of the lipids in the membrane [148]. Other studies have revealed that lateral lipid diffusion is rate limiting for many cellular processes [149]. The proposition of different modes of lateral mobility [150],
as well as the emergence of the field of lipidomics [124], furthermore highlight the increasing importance attributed to membrane composition and the lateral mobility of lipids in the membrane. When using GUVs as a tool to study proteins, precise knowledge and control of these two parameters is therefore of great importance.

Our fluorescence analysis revealed that the lipid composition of OLA-generated vesicles matches the composition of the lipids in the LO phase. We did not observe any demixing effects, or cases with one element preferentially remaining in the octanol phase upon liposome production, showing that the technique reliably produces vesicles of desired lipid compositions. In addition, our lipid composition experiments revealed the stable vesicle production of binary lipid mixtures of DOPG-DOPC as well as DOPC-DOPE in 1:3, 2:2 and 3:1 ratios. However, DOPG-DOPE lipid mixtures could only be formed in 2:2 and 3:1 ratios. We hypothesise that the low stability of PGPE vesicles with high (>50%) PG content is due to the polymorphism and charge density of the PE and PG lipids, respectively.

The FRAP measurement showed lateral diffusion coefficients of approximately 1 µm$^2$/s for all the chemical compositions and formation protocols studied. The lateral lipid diffusion coefficients of the vesicles generated by the two techniques, OLA and electroformation, showed relatively minor deviations from one another, and additionally most of these differences were found to be statistically insignificant (Appendix Tables A.8-A.17). In contrast, an increase in temperature and the removal of glycerol from the vesicle solution resulted in a more than two fold increase in the lateral lipid diffusion coefficient ($p < 0.001$). Moreover, we were able to compare the lateral lipid diffusion coefficients of OLA vesicles with and without octanol pockets and found that the octanol pocket does not alter the lateral diffusion properties in a statistically significant manner (at the $p < 0.01$ significance level).

Overall, this set of biophysical characterisations demonstrates the similarities in membrane properties for vesicles produced using OLA and electroformation, suggesting that the added functionality of the OLA platform does not involve any compromise in membrane quality.
Chapter 4

Development of a Microfluidic Platform to Measure Membrane Permeation

4.1 Introduction

In the previous chapters, we reviewed different methods to obtain GUVs and conducted a biophysical analysis of GUV membranes obtained from the microfluidic Octanol-Assisted Liposome Assembly method. In this chapter, we want to develop the OLA chip design further. Our aim is to obtain an integrated total analysis platform that will allow GUV production and membrane permeability measurements on the same chip. In the sections below, we explain how we adapted the microfluidic chip design to allow handling and controlled exposure of the OLA GUVs to a drug solute. Furthermore, we introduce the optical setup used to visualise drug transport.

However, before we go into the details of the platform, we must introduce the metric that we use to describe transport through the membrane, the so-called permeability coefficient $P$. It is the phenomenological expression for the flux of molecules $J$, across a unit area per unit time [106, 151, 152]. With $c_{in}$ and $c_{out}$ being the concentrations of solute in the inside and outside of the vesicle, we obtain:

$$J = P \times (c_{out} - c_{in}) \quad (4.1)$$

Elements of this chapter have previously been published in Schaich et al., Mol. Pharmaceutics 2019, 16, 6, 2494-2501 [68]
The permeability coefficient is a quantity that depends on both the properties of the membrane and on the solute molecules. When we speak about the permeability coefficient, we therefore always refer to a value of a specific molecule for a specific membrane in a certain chemical environment [151].

In order for a molecule to passively cross the membrane, it first needs to dissolve in the membrane from one side, diffuse through the hydrocarbon layer and leave the membrane on the other side again. The permeability is thus determined by both the predisposition of the molecule to dissolve in the hydrocarbon phase of the bilayer and the actual diffusion through the thickness of the membrane. We already discussed a quantity that describes the tendency of a molecule to dissolve in an organic phase in Chapter 2. It is the partition coefficient \( K \). The permeability coefficient \( P \) is thus defined as

\[
P \equiv \frac{KD}{d}
\]

(4.2)

which relates the permeability coefficient to the partition coefficient via the diffusion coefficient of the solute in the hydrocarbon phase \( D \) and the thickness of the membrane \( d \) [151, 152].

This definition relates directly to the observations by Ernest Overton that nonpolar substances cross biomembranes more easily than polar molecules. Research has shown that this correlation holds true for many molecules, such as the small antibiotic molecules we will be focussing on below [37, 106, 153]. Due to this correlation, the partition coefficient is often used as a metric to assess the permeability of a compound. However, as we already discussed previously, the partition coefficient cannot be more than a rough estimate of the permeability. First of all, we can see from the definition of \( P \) that a focus solely on the partition coefficient \( K \) neglects the factor \( \frac{D}{d} \) of the equation. Yet, the diffusion coefficients are not the same for all compounds and should not be neglected [154]. Second, the partition coefficient only looks at the equilibrium of un-ionised molecules. However, the charge state of a molecule is strongly affected by the chemical environment such as presence of other ions and the pH [37, 153]. Also, the partition coefficient is typically measured in octanol and not a lipid system that respects the lipid composition of the membrane. The lipid composition, however, has been shown to have a strong effect on the permeability [98]. Finally, for complete crossing, the compound must dissociate from the membrane into the aqueous phase on the other side of the bilayer. However, compounds with high partition coefficients often express low aqueous solubility, which can limit the dissociation process. Certain long-chained free fatty acids, for instance, have lower permeability coefficients than their shorter chained counterparts, despite having a higher partition coefficient. This behaviour is at least partially explained
by the decreasing aqueous solubility for longer chained fatty acids, which remain in the hydrocarbon part of the bilayer rather than to dissociate and enter the aqueous phase on the other side of the membrane [155–157].

We are not the first to see the need for platforms that allow the measurement of membrane permeation directly. Several other attempts to create such methods have been made. The earliest studies go back to the 1960s and 1970s and were performed on black lipid membranes (BLM) [158, 159].

In these experiments, two static aqueous reservoirs are separated by a lipid bilayer. The transport can be quantified by adding the target molecule in one reservoir and observing the increase in concentration on the other side of the bilayer. Though generally regarded as good model to study membranes and especially membrane proteins [158, 160], BLMs did not meet the demands for passive permeation studies. Researchers observed a region depleted of solute molecules close to the planar bilayer in transport studies. This depleted region, referred to as the unstirred water layer, forms an additional diffusion barrier for the molecules [159, 161]. As a result, the bulk concentrations of the permeant in the reservoirs are believed to substantially differ from the actual transmembrane concentration difference, skewing the permeation measurement [106, 159].

Modern techniques such the parallel artificial membrane permeability assay (PAMPA) found workarounds to this problem. PAMPA still relies on the separation of two aqueous reservoirs by a membrane, however, the assay can be equipped with a stirrer that corrects for the additional diffusion barrier. Yet, PAMPA comes with its own drawbacks. In this assay, the reservoir of microtiter plates is separated by a porous filter material, which is impregnated by a lipid solution [162]. The lipid solution is typically an alkane such as dodecane or hexadecane that only contains 1-20% lipid and some researchers argue that residual solvent influences the permeation kinetics [163]. A review of the technique concluded in 2007 that PAMPA “may be a very limited asset to a drug discovery effort” [164].

An alternative approach was developed by Cama et al. in 2014. They presented a microfluidic, label-free method to study drug permeation using GUVs as model membranes [37]. In their system, a stream of liposomes is mixed with a stream of drug solute, engulfing the GUV in a bath of the molecules. The GUVs are observed as they flow through a channel surrounded by the solute molecule. The transport across the membrane is visualised label-free by exploiting the target molecule’s autofluorescence upon excitation in the UV. The permeability coefficient of the membrane is determined by analysing the increase of a vesicle’s intensity, as fluorescing molecules diffuse through the bilayer into the GUV.
Importantly, confocal studies by Cama et al. found no evidence of a micron scale unstirred water layer in this assay [37]. Moreover, since the method of Cama et al. is a flow through system, one would expect the effect of an unstirred water layer on membrane permeation to be dependent on the vesicle’s velocity. However, no correlation between permeability and vesicle speed has been found [37]. We used the method ourselves, to show that the permeability of different drugs from the fluoroquinolone family can span over 2 orders of magnitude at different pH levels [153]. Before that, Purushothaman et al. used the assay to show that the liposome lipid composition influences fluoroquinolone transport [98]. These results further strengthen the argument that the rate limiting element in this assay is indeed the permeation through the lipid membrane and not the diffusion through an unstirred water layer. In 2015, Cama et al. managed to study the transport behaviour of proteoliposomes containing the E.coli outer membrane protein OmpF [21], which shows the potential of this method to study flux through porins. However, the technique still relied on the electroformation method for GUV production with all its associated drawbacks that we discussed earlier.

In the following sections, we describe how we combined the fluorescence based approach of the optofluidic permeability assay with OLA to develop a lab-on-chip total analysis platform that enables the continuous production and screening of drug transport into vesicles on the same device. We will first discuss the microfluidic chip design, before we turn towards the optical methods and the diffusion model used to calculate the permeability.

4.2 Development of the Chip Design

As a robust, on-chip method to form liposomes, there are many potential ways to integrate OLA into a molecule transport assay. One seemingly obvious idea is to add the substance of interest to the IA phase and encapsulate it with a lipid bilayer upon the vesicle’s formation. The molecule transport across the membrane could then be studied as the drug molecules diffuse from the inside of the vesicle, to the outside. However, we previously showed that this approach is not feasible to study drug transport [68]. The reason for this is the 1-octanol pocket that is initially attached to the liposome. Instead of moving through the membrane, the drug molecules partition into the octanol, distorting the measurement. The octanol pockets must hence be separated from the GUVs before the measurement. Another element to consider is the exposure of the vesicle to the drug itself. Ideally, the vesicles are exposed to the substance of interest in a well-defined manner to enable a precise permeability measurement that is not diffusion limited or skewed by a slow exposure of the substance with relation to the transport rate of the molecule. In the section below, we will discuss two
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possible methods for octanol droplet separation as well as our design of controlled exposure to drug solutes, before we discuss the final chip design and our validation experiments.

4.2.1 On-Chip Liposome Purification

Density-based Purification of Liposomes

The problem of residual octanol was also identified by Deshpande et al. shortly after their initial presentation of the OLA technique. A purification protocol for OLA vesicles was therefore one of the first published follow-ups to the original OLA paper [70]. The separation method is based on the lower density of the octanol compared to the surrounding water. With a density of $\rho = 0.817 \text{ g/cm}^3$, octanol will rise to the surface in an aqueous environment ($\rho = 1 \text{ g/cm}^3$) [70]. A water filled punch in the microfluidic chip can therefore act as a shunt for the octanol droplets, as schematically drawn in Figure 4.1A. This separation hole must be placed far enough away from the formation junction for the GUVs to have lost their octanol droplets before they reach the separation hole. Within the separation hole, the octanol droplets will rise to the surface, whereas the liquid filled GUVs remain at the bottom. Figure 4.1B and 4.1C show micrographs of vesicles pre-separation that have their octanol pockets attached to them, as well as vesicles after the density-based purification occurred [70].

However, the purified vesicles at the bottom of the separation hole do not continue to flow into the post-hole channel automatically. In order for the GUVs to keep moving and be available for downstream operations, they have to be driven into the post-hole channel. This can occur by suction via the outlet, for instance with syringe pumps, or by using pressure driven pumps with a suction function [70]. The flow control after the separation hole is decoupled from the pressures that are used for liposome formation. Depending on the application and the downstream operation this can be either advantageous or an impediment for microfluidic handling. In any case, it has to be kept in mind that this mechanism of liposome purification changes the mode of operation from pushing the vesicles through the microfluidic chip to sucking them through via the outlet.
Fig. 4.1. Density based separation of OLA vesicles. (A) Schematic of the separation principle. After production, the GUVs have an octanol pocket attached to them which separates as the vesicles flow down the pre-hole channel. After separation, both the GUVs and the separated octanol droplets enter a separation hole. Due to their lower density, the droplets rise to the surface, whereas the GUVs remain at the bottom of the separation hole. By applying suction via the outlet, the octanol-free GUVs can be driven back into the microfluidic chip and are available for operations in the post-hole channel. (B) Micrograph of fluorescently labelled GUVs before octanol separation. The octanol pocket can be identified as bright fluorescing spot. A large octanol droplet is indicated by the red arrow. (C) Octanol-free GUVs sucked in from the separation hole. The vesicles do not contain visible octanol pockets attached to them. However, small residual octanol droplets are also sucked into the chip, indicated by an arrow. Image modified from [70].

Speed-based Purification of Liposomes

In addition to the difference in density between octanol droplets and GUVs, the two populations can also be separated by flow speed. As demonstrated in Figure 4.2A, the vesicles are generally much larger than the octanol droplets. The GUVs are therefore subjected to substantially more shear from the PDMS channel walls compared to the smaller octanol droplets. The latter hence travel through the microfluidic chip with a much higher speed than the liposomes. An existing population of GUVs in the outlet channel can thus be purified by simply lowering the IA and OA pressures and stopping the LO flow completely. By halting the vesicle production this way, no new octanol droplets are added to the existing
population of vesicles. The lower IA and OA pressures lead to generally slower flow speeds, ensuring that the octanol droplets have sufficient time to completely bud off the vesicles. After the octanol droplets separate from the GUV, they are automatically flushed through the chip towards the outlet, while the GUVs are kept back due to the shear-induced mechanism. The GUVs are hence available for downstream operations in the chip. After the purified GUVs have been used or flushed through the chip, the vesicle production can be restarted by increasing the fluid pressures again.

Fig. 4.2. Principle of liposome purification based on flow speed. (A) Upon formation the GUVs are subjected to shear with the PDMS channel walls which slows down the GUVs considerably. Since the octanol droplets are much smaller than the GUVs, they can flow through the microfluidic chip without interacting with the channel wall, which can be exploited to separate a population of GUVs present in the post-junction channel. (B) An increase in channel height allows the purified GUVs to detach from the PDMS channel wall in order to ensure that downstream operations are not impeded by the shear stress applied to the liposome membranes.

However, for the downstream transport measurements, we want to ensure that the vesicle membrane is not impeded by shear, as this could lead to membrane damage and leakage, which would skew the transport measurement. To avoid this, an increase in height in the microfluidic chip can be introduced to detach the vesicle from the PDMS channel wall, as illustrated in Figure 4.2B. After the step in channel height, the vesicles are no longer in contact with the channel walls and can be handled without PDMS-induced shear.

One side effect of this technique of liposome purification is the loss of the monodispersity of the GUV population, as demonstrated in Figure 4.3. Upon formation, the GUVs are typically all equal in size, as can be seen in the micrograph that shows GUVs 9 mm away from the formation junction. 4 mm further downstream from that position, the octanol pockets are seen to have bud off and were flushed through the microfluidic chip. However, some of the remaining vesicles have split into two or have partially burst, indicated by the rising presence of vesicles that are 50% of the initial diameter. Further downstream, the GUVs have lost even more of their homogeneity with GUV diameters ranging down to 25% of the original diameter.
Fig. 4.3. Size distribution of liposomes in different parts of the channel. The GUVs are geometrically confined by the PDMS channel which causes shearing of the membrane. The shearing leads to the splitting of the vesicles into smaller diameter GUVs, as they flow downstream. The bright field images in the top row show liposomes at the indicated distances from the formation junction. The histograms below the micrographs show the diameter distribution of the vesicles at that position. The diameters in all histograms are normalised to the maximum diameter present in the leftmost image in order to highlight the increase in size dispersity. Scale bar 50 µm.

Both methods of liposome purification have advantages and disadvantages and should be chosen depending on the application. The purification by flow speed has the advantage that it maintains the modus of operation. The flows remain pressure-driven and the vesicles are pushed through the chip, rather than being pulled through via suction. Furthermore, it does not require additional modifications of the microfluidic chip, like the hole punch, needed for the separation based on density. The shear-induced purification is also easier and faster to implement. On the downside, the GUVs lose their monodispersity when separated by speed and the vesicle production must be stopped for the purification, as continuous liposome formation introduces new octanol droplets into the system. One is therefore required to work with the number of vesicles that are present in the channel after the GUV formation has stopped. In the case of density-based GUV formation, the liposome formation can be maintained because the flows downstream of the separation hole are decoupled from the GUV formation. Another factor to consider is the fact that the density-based purification requires additional pumps capable of applying suction, such as syringe pumps, whereas the speed-based purification does not require additional equipment.
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4.2.2 Controlled Exposure to the Drug

The second design choice we must make concerns the exposure of the vesicles to the drug. Figure 4.4 shows the T-junction design we opted for to expose the GUVs to a drug solute in a controlled manner.

**Fig. 4.4.** Controlled exposure of the vesicles to the substance of interest. (A) Brightfield image of T-junction design. Two flows, one containing the GUVs and the other the drug, face each other head on and mix in a common channel leading to the outlet. (B) Fluorescence micrograph showing a fluorophore flushed in via the drug inlet channel and the equal mixing in the outlet channel.

The original T-junction design stems from the GUV permeability assay designed by Cama et al. in 2014 [37]. In this design, the stream of vesicles and a stream of the substance which is to be investigated encounter head on and then flow sideways along a common channel towards the outlet. Immersed in a bath of the compound, the individual vesicles and the interaction of the membrane with the added solute can be observed. The advantage of this design is the immediate exposure of the GUV to the drug stream. Due to the small dimensions of the channel heading to the outlet, the drug diffuses across the entire width of the channel, completely engulfing the GUV within several hundred milliseconds. The fast exposure to the drug makes this kind design suitable for the investigation of permeation studies that occur within seconds up to minutes [37]. Cama et al. previously showed that the fluid streams which the vesicles are exposed to, do not affect the permeability measurement [37]. The drawback of this design is the restrictions it sets on flow control, particularly if it is to be combined with OLA. The stream containing the vesicles and the stream from the drug inlet have to be precisely matched to ensure equal mixing at the T-junction. This limits the degrees of freedom involved in adjusting the pressure at the OLA junction to form the liposomes and
poses limits on the frequency of GUV production and vesicle size. The pressures cannot be increased at will without running the risk of pushing the vesicles into the drug inlet channel. This factor makes it harder to adjust the correct pressure regime for stable vesicle production. However, we have observed that increasing the fluidic resistance of the drug inlet channel by elongating it, improves the flow environment at the OLA junction and allows for a greater freedom to adjust the pressures. We explain this with more closely matching fluidic resistances from the channels as well as a generally higher resistive preload, which has been shown to lead to hydrodynamic flow stabilisation in microfluidic chips [165]. All in all, it is possible to balance the pressures such that vesicle production is possible without impeding the mixing of the flows at the T-junction.

4.2.3 Integration into the Final Transport Assay and Chip Operation

A schematic of the final chip design is shown in Figure 4.5. For our transport assay, we have chosen to work with the octanol separation based on flow speed and exposure to the drug via a T-junction.
Fig. 4.5. Microfluidic total analysis system for quantifying drug permeability across liposome membranes. The microfluidic chip features four inlets, one outlet and two different channel heights. The outer aqueous, inner aqueous and lipid-octanol inlets are needed for liposome production on chip. The fourth inlet is used to flush in the drug whose permeability is to be measured. The liposome production occurs at a 6-way junction, where the aqueous flows meet the lipid-octanol phase (I). The 1-octanol pocket which is initially attached to the liposome separates from it in the post-junction channel (II) within minutes after production. In the post junction channel, the GUVs are separated from the octanol droplets. Due to their larger diameters, the GUVs are subjected to shear from the PDMS channel walls which slows them down and keep them in the microfluidic chip, whereas the smaller octanol droplets are flushed through towards the outlet. The purified liposomes then encounter a step in the chip (III), where the channel height is increased from 16 µm to 35 µm. The increase in channel height frees the liposomes from the geometric confinement and enables transport measurements across the membrane without the risk of shear-induced leakage. The GUVs continue to flow downstream without shearing against the PDMS channel walls. The liposomes are then mixed with the drug solute at a T-junction (IV) and flow along a common outlet channel. The transport measurement takes place as the liposomes flow towards the outlet, immersed in a bath of the drug (V).

As in the previous chapters, we use pressure-driven microfluidic pumps and the Fluiwell system to control the liquid flows within the microfluidic chip. The microfluidic device has four inlets and one outlet. In addition to the traditional inlets for the inner aqueous (IA), lipid-octanol (LO) and outer aqueous (OA) flows, the transport assay features a drug inlet. However, the operation principle is identical to the chips we used in the previous chapters.

The vesicles are created at the OLA junction with a width of 20 µm. This width allows us to form liposomes in a size range suitable for our application. In our case, we typically aim to form liposomes with radii between 15-18 µm. The necessary pressures for GUV formation vary from chip to chip, however, we have experience that pressures around 40 mbar for the IA, LO and drug inlets and 70 mbar for the OA phase have a high success rate [68]. The height of the chip at the OLA junction and the subsequent channel is 16 µm. We designed and fabricated two different versions of the chip with varying lengths of the channel after the junction. The two versions feature channel lengths of 13.5 mm and 34 mm respectively. In both chips, the width of the channel is approximately 200 µm. Both designs are shown in Appendix Figure B.1.

When operating the chip, we fill the large channel after the OLA junction with GUVs. Both versions of the chip are equivalent in their working principle, however, the chip version with the longer channel provides a larger reservoir for the GUVs and is therefore able to hold more vesicles than the shorter chip. After we filled the post-junction channel with GUVs, we
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set the LO pressure to 0 mbar and lower the IA, OA and drug inlet pressures to 15 mbar. This stops new generation of GUVs at the OLA junction and considerably slows down the flows in the remaining chip. At this pressure regime, the liposomes present in the large channel typically move with speeds of 0.05 mm/s, whereas the octanol droplets move at 0.2 mm/s in this region of the chip. The GUVs are separated from the octanol droplets, as explained above.

After the octanol pockets have split off the GUVs and separated from the population of GUVs, the purified GUVs reach a step in the microfluidic chip where the channel height increases from 16 µm to 35 µm. Here, the GUVs detach from the PDMS channel walls and continue to flow downstream without being subject to shear from the PDMS surface. As the vesicles reach the T-junction, they are mixed with a stream of a drug solute. The vesicles and drug solute flow along the common outlet channel. The channel winds in a serpentine-like manner towards the outlet. The overall length of the common outlet channel is 28 mm. As we will see below, the GUVs are typically driven through the channel with a speed of 0.4 - 1.0 mm/s, so that the interaction between the GUV and drug solute can be observed for time scales up to a 70 s, before the liposomes reach the outlet.

We use fluorescence video microscopy to record the GUVs passing through the channel towards the outlet using the optical setup explained below. Since the outlet channel winds back and forth, we can set the field of view in our optical setup in such a way that we can observe two parts of the channel at the same time. Typically, we observed the GUVs immediately after they were exposed to the drug solute and at a second point in the channel where the vesicle has been exposed to the solute for several seconds. From this we can work out the permeability coefficient according to a diffusion model, which we discuss in Section 4.3.3.

Importantly, while recording the videos, no new GUVs are generated. We are still operating the chip with the pressures we used for the separation of the octanol pockets (0 mbar for the LO and 15 mbar for the remaining inlets). The vesicles we are screening are the ones that were present in the long outlet channel before we lowered the flow rate. The chip with the longer channel allows us to screen over 400 vesicles, whereas the shorter version typically allows us to screen up to approximately 150 vesicles per vesicle production run. Once all vesicles have run through towards the outlet, the vesicle production with OLA can be restarted and the process repeated.

We were not able to perform transport measurements while we maintained continuous vesicle production with OLA. The reasons are the high pressures necessary to form GUVs and the resulting high flow rates. During vesicle formation, the GUVs move too fast to be precisely
captured with our EMCCD camera, as it can only operate with a maximum of 100 fps. Furthermore, maintaining GUV production with OLA continuously introduces new octanol droplets to the system. However, we want to minimise the amount of octanol during our experiment. By stopping the vesicle production, the octanol droplets can be flushed through the chip and effectively separated from the population of GUVs, as explained in Section 4.2.1.

4.3 Optical Methods and Permeability Calculation

In the previous section we have spoken about liposome handling and exposure to the drug solute. In this section we will explain the method we use to visualise the transport itself, perform our measurements and calculate the permeability coefficient.

4.3.1 Drug Molecule Visualisation

Our assay relies on fluorescence to visualise the solute molecules, whose permeability we want to study. We used fluoroquinolone antibiotics for the validation experiments of the platform we present below. Fluoroquinolones are an ideal candidate for this purpose, due to their autofluorescence [37]. The solute molecules themselves fluoresce upon excitation in the UV and they do not have to be conjugated to a fluorescent dye to visualise their presence. Using the optical setup explained below, the microfluidic device is illuminated with UV light ($\lambda_{\text{ex}} = 350$ nm) and the induced fluorescence ($\lambda_{\text{em}} = 440$ nm) is detected. Importantly, the fluorescence signal scales linearly with the concentration up to 2 mM, as has been shown before [37]. The mixing of the vesicle and the drug flow at the T-junction is shown in Figure 4.6A, with the drug flow appearing bright and the vesicle flow dark. When we mix the GUVs with the stream of autofluorescent drug molecules at the T-junction, the liposomes initially appear dark on a bright background, as shown in Figure 4.6B. The reason for this is the lack of fluorescent molecules in the inside of the vesicles. As the fluorescent drug molecules diffuse through the membrane, the liposomes get brighter. We record and analyse the increase in fluorescence intensity using the MATLAB routine explained below. From the increase in fluorescence, we can quantify the permeability coefficient of the drug molecule for the specific lipid composition under investigation.
4.3.2 Optical Setup

The microfluidic chips for our validation measurement are operated on a custom-built UV epifluorescence setup, to induce autofluorescence in the drug molecules and to capture the experimental video data. In this setup, white light from a broadband light source (EQ99FC, Energetiq, USA) enters a monochromator (Monoscan 2000, OceanOptics, USA) where the excitation wavelength ($\lambda_{ex} = 350$ nm) for the target drug molecule is selected. The UV light passes through a Köhler illumination pathway and illuminates the microfluidic device via a quad band dichroic mirror (BrightLine full-multiband filter set, Semrock, USA) and a microscope objective. The fluorescence signal is detected by an EMCCD camera (Evolve 512 Delta, Photometrics). The camera and recording settings (exposure 10 ms, bin 2, gain 150) are controlled using the open source software µManager 1.4 [166]. A 60× water immersion objective (UPLSAPO NA 1.2, Olympus) is used for data recording, whereas lower magnifications (4×, 10×, 20×, Plan Achromat, Olympus) are used for optimising the vesicle formation and PVA treatment of the chip.

![Image of microfluidic chip and liposomes with controlled mixing and transport measurement](image-url)

**Fig. 4.6.** Liposomes at different positions in the microfluidic chip. (A) Liposomes experience a controlled exposure to a drug solute at a T-junction where the two flows mix. Note that the image shows the T-junction at higher flow rates than typically used for in the experiments, resulting in a homogenous mixing of the drug and vesicle flows further downstream. (B) Liposomes, surrounded by the autofluorescing drug ($\lambda_{ex} = 350$ nm), can be monitored at different parts of the channel, corresponding to different times that the liposome has been exposed to the drug. The increase in liposome intensity as the fluorescing drug diffuses across the membrane is used to determine the permeability coefficient of the drug across the lipid membrane under investigation.
Alternatively, the microfluidic devices can also be run on commercial epifluorescence microscopes if they are equipped with filter sets suitable to induce fluorescence in the target molecule.

### 4.3.3 Diffusion Model

Our transport platform uses the same liposome-based principle for the measurement of membrane permeability as the original microfluidic platform, published by Cama et al. in 2014 [37]. Since the fundamental transport principle is identical, we can use the diffusion model Cama et al. developed for small fluorescent molecules for our platform [68].

The starting point for the permeability model is Fick’s law of diffusion. We know that the flux of molecules across a membrane $J$ is described by the equation

$$J = 4\pi R^2 \times P \times \Delta c = 4\pi R^2 \times P \times (c_{out} - c_{in}(t)) \quad (4.3)$$

Where $P$ is the permeability coefficient, our desired quantity, which is defined as $P \equiv \frac{Kc}{d}$ [151].

Furthermore, the flux across a spherical vesicle’s membrane is equivalent to the change of drug concentration within a vesicle over time.

$$J = \frac{dc_{in}}{dt} \times \frac{4}{3}\pi R^3 \quad (4.4)$$

$$\Leftrightarrow -\frac{3P}{R} = \frac{1}{c_{out} - c_{in}(t)} \times \frac{dc_{in}}{dt} \quad (4.5)$$

And upon integration:

$$-\frac{3Pt}{R} = \ln(c_{out} - c_{in}(t)) + C \quad (4.6)$$

We know that the initial concentration inside the vesicle is zero. Our boundary condition is therefore $c_{in}(t = 0) = 0$.

$$0 = \ln(c_{out} - 0) + C \Leftrightarrow C = -\ln(c_{out}) \quad (4.7)$$

$$\Rightarrow -\frac{3Pt}{R} = \ln\left(\frac{c_{out} - c_{in}(t)}{c_{out}}\right) \quad (4.8)$$
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Which we can easily solve for the permeability coefficient $P$

$$P = \frac{R}{3t} \times \left( \frac{c_{\text{out}} - c_{\text{in}}(t)}{c_{\text{out}}} \right) \quad (4.9)$$

For our data analysis, it is necessary to link the concentration values $c_{\text{in}}(t)$ and $c_{\text{out}}$ to the autofluorescence light intensities, which is the quantity we capture with our camera. Without a vesicle present and the fluorescent drug filling the entire channel, the case is simply $c_{\text{out}} \propto I_{\text{out}}$. For the case of a vesicle in the channel, we cannot simply assume direct proportionality as we are not obtaining a confocal measurement. We have to consider the background intensity $I_0$ from the fluorescing drug surrounding the vesicle and subtract this from the intensity of the vesicle $c_{\text{in}}(t) \propto (I(t) - I_0)$.

For the expression in brackets in Equation 4.8, we thus receive

$$\frac{c_{\text{out}} - c_{\text{in}}(t)}{c_{\text{out}}} = \frac{I_{\text{out}} - (I(t) - I_0)}{I_{\text{out}}} \quad (4.10)$$

With our setup, we measure the intensity inside a vesicle ($I_{\text{in}}$) and outside ($I_{\text{out}}$) at two distinct time points. The first measurement is always immediately after exposure of the vesicle to the drug ($t = 0$) and we assume that there are no fluorescent molecules in the inside of the vesicle at this time point. The fluorescent signal $I_{\text{in}}$ we obtain at this timepoint is therefore equivalent to the signal coming from the fluorescing drug surrounding the vesicle $I_0$. The second measurement of the inside and outside intensities occurs at a later timepoint $t_f$.

If we normalise the intensities at the two time points to the outside fluorescence, we obtain.

$$\Delta I_1(t = 0) = \frac{I_{\text{out}} - I_{\text{in}}}{I_{\text{out}}} = \frac{I_{\text{out}} - I_0}{I_{\text{out}}} \quad (4.11)$$

and

$$\Delta I_2(t = t_f) = \frac{I_{\text{out}} - I_{\text{in}}}{I_{\text{out}}} = \frac{I_{\text{out}} - I(t)}{I_{\text{out}}} \quad (4.12)$$

We can now reshape the expression in the brackets of Equation 4.10. By adding and subtracting $\pm I_{\text{out}}$, in the numerator we do not change the validity of the expression, but attain

$$\frac{I_{\text{out}} - I(t) + I_{\text{out}} + I_{\text{out}}}{I_{\text{out}}} = \frac{I_{\text{out}} - I(t)}{I_{\text{out}}} - \frac{I_{\text{out}} - I_0}{I_{\text{out}}} + \frac{I_{\text{out}}}{I_{\text{out}}} = \Delta I_2 - \Delta I_1 + 1 \quad (4.13)$$
4.3 Optical Methods and Permeability Calculation

We finally receive our equation for the permeability coefficient expressed by autofluorescence intensity as

\[ P = -\frac{R}{3t} \times \ln(\Delta I_2 - \Delta I_1 + 1) \] \hspace{1cm} (4.14)

The acquired videos are analysed using a newly developed MATLAB script. It extracts the relevant vesicle data from the images and calculates the permeability coefficient according to the diffusion model explained above. In the next section we will briefly explain the analysis routine and debug features of the code.

4.3.4 Data Processing and Permeability Calculation

The MATLAB script is optimised for video files in the TIFF format. In every experiment, we typically record 15-30 movies of 5000 frames each. With a frame rate of 100 fps, each movie is 50 seconds long. The analysis explained below is performed for each video. If problems occurred during data recording, such as exposure to stray light or obstructions in the flow, the respective videos can be identified from the debugging files and excluded from further analysis.

The video files must show two channels, as depicted in Figure 4.6B. The code will automatically recognise the channel and define each as a specific region of interest (ROI). The vesicles passing in each of the respective channels represent two different time points that the vesicle has been exposed to the drug. Next, the frames with vesicles present in the channel are identified. This is achieved by observing the mean fluorescence intensity over time. As a vesicle enters the ROI, the mean fluorescence intensity decreases, since the vesicle is darker compared to the background, due to the lack of fluorescent antibiotic molecules in the inside of the vesicle. When the vesicle leaves the field of view, the fluorescence is restored to the initial level.

From the frames we identified as a vesicle event, all the necessary information required for the diffusion model is extracted. Using MATLAB’s `imbinarize` function, we identify the contour of the vesicle and extract the radius, the coordinates of the centre point, and the circularity using the `regionprops` function. Most importantly, we identify a $5 \times 5$ pixel box around the GUV centre and measure the mean intensity of this square for every frame of the vesicle event. The average intensity over all the frames is the quantity $I_{in}$ from the diffusion model above. In order to extract the outside intensity $I_{out}$, the frames before and after the vesicle event are merged into one image. The GUV is not present in this image. The same $5 \times 5$ pixel boxes used to obtain the $I_{in}$ signal are now measured in the frame without the GUV
To avoid errors in the extraction of the intensity values, we introduced a debugging option in this part of the code. A debugging proof, as seen in Figure 4.7, is generated for every vesicle event. It shows the background image that was generated to extract $I_{out}$. Furthermore, it shows one of the frames of the vesicle event and the contour identified which is used for the \textit{regionprops} function. Obvious sources of error, for instance two vesicles that are clustered together and are identified as one single vesicle, can easily be detected and excluded from the analysis with the debugging option. Note that we subtract the camera’s dark noise from all intensity values, as this baseline intensity is not a fluorescent signal of the molecule.

![Debugging Panel](image)

**Fig. 4.7.** Debugging panel exported for every vesicle event. The panel consists of three images. The left image shows the background which is used to determine $I_{out}$ in the diffusion model. The middle image shows the detected vesicle as it is recorded. The right frame shows the vesicle after binarisation. The binarised image is used to identify the contour of the vesicle and extract parameters such as radius and intensity. The exported panel allows for a fast screening for errors, for instance when two vesicles clustered together are identified as one. The scale bar 20 µm.

We extract the speed of the vesicle by its movement through the field of view. Since we set the position of our detection points, we know the distance the GUV has travelled when it reaches the second ROI and thereby the time $t_f$ it has been exposed to the drug.

We place the first $t_0$ time point, where the drug had diffused across the entire channel width. This was typically 200 microns downstream of T-junction point. The vesicles measured in the second ROI have been exposed to the drug throughout their path towards the outlet. The chip geometry is designed in such a way that the second ROI lies 7.5 mm after the first ROI. With speeds between 0.4 mm/s and 1.0 mm/s, the vesicles have therefore been engulfed in the bath of drug molecules for between 7.5 and 19 seconds when they are screened for the second time to obtain $\Delta I_2$.

Figure 4.8 shows a typical scatter plot, as obtained from a permeability measurement. The normalised intensity values $\Delta I$ on the y-axis and the vesicle radius on the x-axis make up the coordinate plane. Every data point represents a single vesicle measurement. The dark data points are $\Delta I_1$ measurements taken just after the vesicle encountered the drug at the
T-junction. The coloured data points are the $\Delta I_2$ measurements obtained after the GUV has been exposed to the drug for the time specified in the inset. The spread in liposome radius is an effect of the method we used to purify the liposomes, as we pointed out above.

Fig. 4.8. Scatter plot of permeability measurements. The normalised intensity difference is given on the y-axis, the radius on the x-axis. Every data point represents a single vesicle measurement. The dark data points are taken at the first measurement point immediately after the vesicle was exposed to the drug ($t \sim 0$ s). The coloured data points are vesicles measured at the second position. The timespan between the two measurements as well as the total number of data points at the second position is noted. The normalised intensity is lower at the second time point, as fluorescing molecules diffused across the membrane reducing the vesicle’s contrast to the outside.

If we remember our definition $\Delta I = \frac{I_{\text{out}} - I_{\text{in}}}{I_{\text{out}}}$, the distinct shape with two linear bands of values becomes evident to us. $\Delta I_1$ is higher than $\Delta I_2$ since no fluorescing molecules have crossed the membrane at the first measurement point. The normalised intensity difference between the vesicle inside $I_{\text{in}}$ and outside $I_{\text{out}}$ is therefore larger than at the second time point, when autofluorescing drug molecules have crossed the membrane and decreased the difference $I_{\text{out}} - I_{\text{in}}$. We can also understand the linear increase of $\Delta I$ as a function of the radius when we consider the design of the optical setup. Since we do not perform a confocal measurement, the fluorescent drug molecules on top and below a vesicle on its vertical axis (the optical axis) contribute to the $I_{\text{in}}$ value we measure. With increasing radius, there are fewer fluorescent molecules present surrounding the vesicle in the channel that contribute to $I_{\text{in}}$. The difference $I_{\text{out}} - I_{\text{in}}$ and therefore $\Delta I$ is hence higher for larger vesicles. In other words, since the concentration of the drug solute is constant, the fluorescence is directly proportional to the volume of the solute. As we always measure a $5 \times 5$ pixel area in the centre of the vesicle, the volume occupied by the solute, and therefore the fluorescence, scales directly with the distance between the channel ceiling/floor and the vesicle.
The field of view we obtain using the 60× objective allows us to observe two channel segments at the same time. The two channels segments correspond to two time periods which the vesicle has been exposed to the drug. One crucial measurement according to our diffusion model is the $\Delta I_1$ value taken the $t_0$ time point. However, when the field of view is set to this position, the second channel segment, where we measure $\Delta I_2$, is always 7.5 mm downstream from the T-junction, due to the geometry of the chip. If we want to shift the field of view down to positions in the channel that correspond to longer exposure times, we can no longer obtain the corresponding $\Delta I_1$ for that individual vesicle.

We solved this restriction set to us by the chip geometry, by not comparing one and the same vesicle at two time points directly. Instead, we exploit the linear relationship between $\Delta I_1$ and the radius $R$. We first measure a sufficient number of vesicles at the $t_0$ position such that we can fit a linear function to the values of $\Delta I_1(R)$. The fitted linear function is depicted as a solid black line in Figure 4.8. We then use this function to recalculate $\Delta I_1$ for any vesicle we measure at a later timepoint. By recalculating $\Delta I_1$, can shift the field of view to any position in the chip.

### 4.4 Permeability Measurement of Fluoroquinolone Antibiotics

After we introduced the chip design in the previous sections, we want to turn to the actual measurement of small drug molecule permeation across defined lipid bilayers. We will perform validation experiments using the fluoroquinolone drug norfloxacin and measure the permeability of this drug in two chemical environments - one measurement in an acetic acid buffer at pH 5 and one in a pH 7.4 phosphate buffered saline (PBS) solution. Next, we compare the permeability values obtained with our assay to similar experiments which were performed on electroformed vesicles to validate that permeability measurements using OLA vesicles are quantitatively similar to those performed using electroformed GUVs. Furthermore, we determine the permeability coefficient of a second drug, ciprofloxacin, at pH 7.4 and physiological salt concentrations.

Before we begin, we want to briefly explain the relevance of antibiotic permeability measurements using GUVs as model membranes.
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4.4.1 Motivation

Over the past decades, multidrug resistance (MDR) in microbial pathogens has developed into a serious threat for public health, leading to a global medical crisis [167]. In 2016, more than half (58.6%) of clinical Escherichia coli isolates in the European Union showed resistance to at least one of the antimicrobial groups under regular surveillance [168]. One of the major biochemical causes of antibiotic resistance is the reduced membrane permeability of drug molecules [169–172].

This problem is especially apparent for Gram-negative bacteria, as their cell envelope consists of a double membrane; drugs require seemingly contradictory chemical properties to overcome these two barriers to reach their cytoplasmic targets [20, 170, 172]. The outer bilayer is equipped with a highly charged layer of lipopolysaccharides (LPS), effectively preventing the permeation of both hydrophilic and hydrophobic compounds [170]. Most compounds therefore need to pass the outer membrane via water filled β-barrel channels (porins) such as OmpF [21]. Many of these porins favour the passage of hydrophilic or charged compounds [170, 173]. Once a compound crossed the outer membrane, it still needs to penetrate the inner membrane. This membrane, however, behaves like a standard phospholipid bilayer and provides a strong barrier for charged or hydrophilic molecules. The properties that allow a molecule to pass the first membrane are hence what prevents it from permeating through the second membrane. We see that the passive uptake of molecules is not trivial. A deeper understanding of the mechanisms that govern passive drug transport across lipid membranes is therefore of great importance in the context of solving the antibiotic resistance challenge.

Bacterial cell membranes are very complex systems that are involved in numerous cellular processes [174]. Drug permeability studies have not only proven very difficult due to the small size of the bacteria, but also due to the convolution of active and passive effects that simultaneously take place in the membranes of living bacteria [172, 175]. We therefore use OLA derived GUVs as model membranes [175]. The GUVs offer the advantages of having well-defined lipid compositions, being easy to image and also being more controlled systems for studying transport processes than a living bacterium.

The lab-on-chip total analysis platform we presented above enables the continuous production and screening of liposomes on the same device. This enabled us to efficiently screen an order of magnitude more liposomes than the earlier platforms we discussed above. Importantly, it also enables us to explore transport using physiological salt concentrations which was challenging using electroformed GUVs [176]. We investigate the transport using biomimetic
membranes, using a lipid mixture of DOPG-DOPC (1:3 ratio) to form the GUVs. The net negative charge carried by this membrane mimics bacterial membranes more closely than simple bilayers consisting of pure PC lipids and is often used to mimic bacterial membranes [69, 177–179].

### 4.4.2 Material and Methods

#### Chip Fabrication

The microfluidic chips are made of polydimethylsiloxane (PDMS) following the protocol we explained previously in Section 2.4.2. The generation of the master mold requires an additional fabrication step, due to the multi-height (16 µm and 35 µm) features in this chip design. The 16 µm features are obtained by spin coating a layer of SU-8 2025 photoresist (MicroChem, USA) on a 4-inch Silicon wafer (University Wafer, USA). The wafer is pre-baked on a hot plate at 65°C for 1 min and at 95°C for 6 min. The structures are imprinted on the substrate using a table-top laser direct imaging (LDI) system (LPKF ProtoLaser LDI, Germany). The LDI system exposes the structures specified in the software directly with UV light, causing the photoresist to crosslink and solidify. After exposure, the wafer is post-baked for 1 min at 65°C and for 6 min at 95°C. The substrate is developed by rinsing the wafer with propylene glycol monomethyl ether acetate (PGMEA), which removes the unexposed photoresist and leaves the desired UV-exposed structures on the substrate. The wafer is then hard baked for 15 min at 120°C. The multi-height feature is achieved by performing this photo-lithography process again on the same silicon wafer with different layers of photoresist with varying heights. Feature heights of 16 µm and 35 µm respectively were obtained by spinning the photoresist at 3800 rpm and 1800 rpm respectively (WS-650-23NPP, Laurell Technologies, USA) for 60 s with a ramp of 100 rpm/s. The anchoring tool of the direct laser writer is used for aligning the features in the two designs.

#### Solution Composition

The base solutions for the OLA aqueous phases consist of 200 mM sucrose and 15% v/v glycerol in buffer. In accordance to previously published protocols, the outer aqueous phase additionally contains 50 mg/mL poloxamer Kolliphor P-188, which facilitates the initial double-emulsion formation [64]. We performed experiments on the fluoroquinolone drugs norfloxacin and ciprofloxacin. Transport of both drugs is measured in phosphate-buffered saline (pH 7.4) which mimics physiological pH and salt concentrations. Additionally,
experiments using a 5 mM acetic acid buffer (pH 5) are performed for norfloxacin as controls for membrane stability. At pH 5, norfloxacin molecules are primarily in their positively charged form and hence show low permeability through lipid bilayers [37, 153]. The drug solutes are prepared by diluting 48.5 mM norfloxacin and 49.5 mM ciprofloxacin stock solutions, respectively, to a final concentration of 2 mM with the aqueous base stock. All pH levels were adjusted and checked using a digital pH meter (Hanna Instruments, UK). The lipid-octanol phase is obtained by dissolving a 100 mg/mL lipid stock mixture with 1-octanol to reach a final concentration of 2 mg/mL. The lipid stock is a 3:1 mixture of DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine) and DOPG (1,2-Dioleoyl-sn-glycero-3-phosphorac-(1-glycerol) sodium salt) in 100% Ethanol. DOPG is an anionic lipid with a net charge of -1. Lipid mixtures of DOPG with the net-charge neutral lipid DOPC roughly mimic the negative charge density of bacterial lipid extracts and are typically used when modelling bacterial membranes with GUVs [69, 177–179]. All chemicals are obtained from Sigma-Aldrich, unless stated otherwise.

**Optical Setup**

The microfluidic chips for the norfloxacin measurements were run on the custom-built UV epifluorescence setup we explained above. The ciprofloxacin measurements were obtained on a commercial epifluorescence microscope (Nikon TE 2000U). The Nikon epifluorescence microscope is equipped with a pE-1 LED lamp ($\lambda_{ex} = 365$ nm (DAPI), Cool LED, UK). We used the same water immersion objective (60×, UPLSAPO NA 1.2, Olympus), dichroic mirror (BrightLine full-multiband filter set, Semrock, USA) and camera (Evolve 512 Delta, Photometrics; exposure 15 ms, bin 2, gain 250) as in the custom built setup for the ciprofloxacin measurements.

**4.4.3 Results and Discussion**

Norfloxacin transport measurements were performed in two different chemical environments. One set of measurements was performed in PBS at physiological pH and salt concentrations. The second set was taken as a control in an acetic acid buffer at pH 5. The scatter plots in Figure 4.9A and 4.9B show representative results from our norfloxacin experiments. The dark data points mark the normalised intensity difference levels $\Delta I_1$ of individual liposomes at the first measurement point, when the liposomes have just encountered the drug flow and hence do not contain any drug molecules within them. The coloured data points mark the
normalised intensity difference $\Delta I_2$ of the individual liposomes after they have been exposed to the drug for the time indicated inset. As we explained in Section 4.3.4, the drop in $\Delta I$ is a direct result of the influx of fluorescent molecules into the GUV.

In Figure 4.9A, we can see no drop in $\Delta I$ for the vesicles at pH 5 between the two measurement points. The technical repeats of this experiment shown in Appendix Figure B.2 report similar results. Since the drop in $\Delta I$ is a direct result of the influx of fluorescent molecules, we can conclude that no significant transport occurs at pH 5 over the observed timespans. Expanding the exposure and observation time for the pH 5 measurement to 40 seconds yields the same result of no significant transport, in line with our previous observations. This also confirms that the liposome membranes are not being compromised due to shear or any other interactions in our device.

In contrast to the pH 5 measurements, we observe a substantial decrease in $\Delta I$ for the vesicles in PBS shown in Figure 4.9B. From these scatter plots, we can conclude that there exists effective norfloxacin transport across the bilayer at physiological pH and salt concentrations. Comparing the two measurements taken in PBS, we also observe a larger drop in $\Delta I$ in the right scatter plot compared to the left scatter plot. We can explain this when we look at the timespan that lies between the two measurement points for $\Delta I_1$ and $\Delta I_2$, which are given inset. Approximately 14 seconds lie between the two measurement points in the scatter plot on the left, which shows the smaller gap. In contrast to that, approximately 18 seconds lie between the two measurement points in the scatter plot on the right, which displays the larger gap between $\Delta I_1$ and $\Delta I_2$. The larger gap between $\Delta I_1$ and $\Delta I_2$ hence stems from the fact that more autofluorescing drug molecules could diffuse across the bilayer in the additional time, lowering $\Delta I_2$, as expected.

Figure 4.9C shows two representative scatter plots obtained for the fluoroquinolone drug ciprofloxacin. Again, we observe a substantial decrease in $\Delta I$ between the two time points, visualising the passive transport of this drug across the bilayer in the PBS environment. Note that the $\Delta I$ scale is different in these scatter plots compared to the measurements taken for norfloxacin. This is due to the fact that the ciprofloxacin measurements were obtained on a different optical setup which required different gain and exposure settings.

Additional scatter plots with technical repeats for all measurements are shown in Appendix Figures B.2 to B.5.
4.4 Permeability Measurement of Fluoroquinolone Antibiotics

A Norfloxacin - acetic acid buffer (pH 5)

B Norfloxacin - PBS (pH 7.4)

C Ciprofloxacin - PBS (pH 7.4)
Fig. 4.9. Representative scatter plots of permeability measurements. Every scatter point represents a single vesicle measurement. The dark scatter points are taken at the first measurement position at $t \approx 0$ s, just after the vesicles encountered the drug. The coloured scatter points are vesicle measurements taken at the second position, after the vesicles have been exposed to the drug for the time given inset. (A) Norfloxacin measurement in acetic acid buffer at pH 5. The dark and the coloured scatter points overlap, indicating that there is no substantial drug perfusion into the vesicle in the given time frame. In the left scatter plot, the field of view was moved to a position later in the chip that corresponds to a drug exposure of the vesicles of over 40 seconds. (B) Norfloxacin measurements in PBS and at a physiological pH level. The gap in $\Delta I$ between the two measurement positions reveal that substantial transport occurred between the two measurement time points. The gap between $\Delta I_1$ and $\Delta I_2$ is larger for the scatter plot on the right, where 18 seconds have passed between the two measurement points, compared to 14 seconds for the scatter plot on the left. (C) Ciprofloxacin measurements in PBS and at physiological pH level. The gap in $\Delta I$, again, reveals substantial transport via passive diffusion. Note that the $\Delta I$ levels in these measurements are marginally different from the norfloxacin measurements, as they were obtained on a different optical setup which required different gain settings.

The observed transport behaviour for the drugs at pH 5 and pH 7.4 is as we expect and is a result of the charge state of the molecules in the different chemical environments. The majority of norfloxacin molecules are positively charged at pH 5 whereas the proportion of uncharged molecules is highest at pH 7.4 [153, 180, 181]. Lipid membranes are generally regarded as largely impermeable to ions and highly charged molecules, since these cannot cross the hydrocarbon section of the lipid bilayer easily. In nature, these transport processes are governed by transmembrane proteins such as porins or ion channels [15]. The observed behaviour is therefore perfectly in line with what the theory predicts.

The histograms showing the permeability coefficients of all the norfloxacin and ciprofloxacin experiments performed in PBS are given in Figure 4.10. The total number of liposomes for the norfloxacin histogram is 1620 and results in an overall average permeability coefficient of $4.13 \pm 0.05 \times 10^{-6}$ cm/s (mean ± std. error of mean) and a median value of $3.57 \times 10^{-6}$ cm/s. The values were obtained from 12 experiments in 5 technical repeats. The mean (± std. error of mean) permeability coefficient obtained for ciprofloxacin is $4.99 \pm 0.07 \times 10^{-6}$ cm/s and the median value is $4.83 \times 10^{-6}$ cm/s. The values are obtained from 4 experiments (4 technical repeats) and a total of 960 vesicles. For the pH 5 measurement, five experiments on two technical repeats were performed. An experiment is defined as a continuously acquired dataset measured from one batch of liposomes produced on the microfluidic device. As described above, up to four experiments were performed on one microfluidic device, by restarting the liposome production after completion of one
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measurement. Each set of experiments performed on an individual device is defined as a technical repeat.

![Histograms of the permeability coefficients for norfloxacin (N = 1620) and ciprofloxacin (N = 960). The mean ± std. error of mean, as well as the median values are noted. The permeability of ciprofloxacin is significantly higher than the permeability of norfloxacin (two sample t-test, p < 0.001). The values for norfloxacin were obtained in 12 experiments performed on 5 different microfluidic chips (5 technical repeats). The values for ciprofloxacin were obtained in 4 experiments on 4 different microfluidic chips.](image)

The value obtained from the transport measurements matches the values previously obtained in our group using the established electroformation liposome production technique. Purushothaman et al. measured the permeability coefficient of norfloxacin through PGPC liposomes (30:70 ratio) in a 5 mM phosphate buffer solution at pH 7.0 to be $4.3 \pm 0.2 \times 10^{-6}$ cm/s [98]. The main advantages of the on-chip OLA technique over electroformation are the high-throughput liposome production and its compatibility with physiological salt concentrations. The higher liposome production efficiency allows us to perform tests on 1620 liposomes here compared to the 138 liposomes in previous experiments using electroformation. Due to the greater efficiency of vesicle formation under these conditions and the correspondingly higher number of data points, we can provide a more precise estimate of the permeability coefficient than before, with the standard error of the mean lowered by over an order of magnitude compared to the results previously reported [98] using electroformed vesicles. Furthermore, the possibility of producing liposomes at physiological salt concentrations allows us to mimic the natural environment of a bacterial cell more closely. Any possible remaining traces of solvent (1-octanol, poloxamer P-188) do not seem to alter the transport properties of the membrane, as seen by the similarity to the previously acquired result.
The higher permeability coefficient of ciprofloxacin compared with norfloxacin is to be expected based on the chemical structures of the respective molecules, drawn in Figure 4.11. We see that norfloxacin carries an ethyl group at the N-1 position, where ciprofloxacin has a cyclopropyl group. This functional group increases the lipophilicity of the compound as compared to the corresponding ethyl group in norfloxacin, and therefore results in a higher permeability coefficient [153].

According to the DrugBank database, calculated partition coefficient (log P) values for norfloxacin lie between -0.47 and -0.92, while experiments show a log P of -1.03 [182]. For ciprofloxacin, the calculated log P values lie between -0.57 and -0.81 with an experimental value of 0.28 [182]. A positive partition coefficient indicates a larger lipophilicity of a compound, whereas a more negative partition coefficient suggests a higher hydrophilicity. The higher permeability coefficient we obtained for ciprofloxacin is therefore also in line with the experimental and predicted partition coefficients of the two drugs.

Overall, our experiments demonstrated that our fluorescence-based assay can be effectively used for the measurement of fluoroquinolone permeability. In the next section, we will discuss the use of the platform with fluorescently labelled compounds.

4.5 Fluorescently Labelled Drug Molecules

4.5.1 Motivation

Aside from a few individual exceptions, the only other class of antibiotics aside from fluoroquinolones that expresses intrinsic fluorescence in the UV is the tetracycline family [183]. In its current form, the setup can therefore only be used to obtain the permeabilities of these
two classes of antibiotic molecules. Although it should be noted that there are applications in other fields of drug discovery such as in chemotherapy where a number of compounds show intrinsic fluorescence [184]. Further, as we demonstrated in [153], permeabilities within the same group of antibiotics can span orders of magnitude, and hence this technique allows us to study the effect of specific functional groups on lipid permeability. For instance, we showed that a tertiary amine within a quinolone’s piperazine group significantly enhances membrane permeability compared to secondary amines at the same position and were able to quantify this using the microfluidic assay [153].

One seemingly obvious possibility to expand the technique is by using fluorescent derivates of drug molecules, which have found much attention in biomedical research recently [183]. The limited number of fluorescent drugs that are available to date have been used successfully in numerous studies and helped us gain a deeper insight into various aspects of the drugs, such as their mode of action, localisation or biological targets [183–187].

However, a major concern when working with fluorescently tagged molecules is the influence of the fluorophore on target binding and membrane permeation. Recently, Stone et al. reported a procedure to fluorescently tag drug molecules using an azide-handle which links the drug molecule and the fluorophore. This handle is placed at a position that is believed not to inhibit the binding of the drug to the intracellular target, thereby maintaining the tagged-molecule’s antimicrobial activity [188]. Stone et al. furthermore used 7-nitrobenz-2-oxa-1,3-diazol-4-yl (NBD) to tag the drug molecules. This fluorophore has a low molecular weight compared to other fluorescent tags commonly used and is therefore expected to influence the membrane and cytosol permeation of the drug in bacterial cells to a lesser extent [188].

Importantly for us, Stone et al. synthesised an NBD-tagged version of ciprofloxacin. Although the new fluorescent version required higher minimal inhibitory concentrations (MIC) than the native form of the drug, the developers concluded that it could be used for bacterial penetration and efflux studies [188]. The fluorescent version of ciprofloxacin provides the opportunity for us to directly compare the permeabilities of the native version of the drug to the fluorescent derivate. Using our assay, we should be able to characterise and quantify the influence of the fluorophore on drug permeability - knowledge of which is important for the interpretation of studies using fluorescently tagged antibiotics. The developers of the NBD-ciprofloxacin supplied us with a stock of the said drug, which we investigated with our microfluidic permeability assay.
4.5.2 Results and Discussion

We conducted the experiment following the same experimental procedure as we did for the native ciprofloxacin. The IA, OA and LO phases were identical to the experiments above. To obtain the drug solute, we diluted a NBD-ciprofloxacin stock (10 mM in DMSO) with IA buffer to a final concentration of 100 µM. Due to the stronger fluorescence of the NBD-tag compared to the native autofluorescence, we were able to work with lower drug concentrations compared to the 2 mM drug concentrations we used in the experiments above. The microfluidic device was operated on the same commercial epifluorescence microscope (Nikon TE 2000U) as the native ciprofloxacin measurements.

To our surprise, exposing the vesicles to the NBD-ciprofloxacin did not yield the typical images we observed in our assay using autofluorescence. Instead, we saw a bright ring appear around the vesicles, as shown in Figure 4.12. We have not seen such a fluorescent ring appear, using native fluoroquinolones, excited in the UV. The ring around the vesicle using NBD-ciprofloxacin is already formed at the first measurement position, immediately after exposure to the drug. We furthermore observed that if we flushed octanol droplets through the chip, the droplets increase drastically in fluorescence.

Fig. 4.12. PGPC vesicles exposed to NBD-ciprofloxacin. (A) Two vesicles in different parts of the channel. The vesicle in the upper ROI is recorded immediately after exposure to the drug. The GUV in the bottom ROI has been exposed to the drug for approximately 12 seconds. The fluorescence is induced by excitation at $\lambda_{ex} = 460$ nm. A fluorescent ring around the GUV starts to form as soon it is exposed to the drug. (B) Microfluidic chip at lower magnification. A bright octanol droplet as well as two GUVs are indicated by arrows.
These observations led us to believe that the fluorescence of the NBD-ciprofloxacin is dependent on the chemical environment and increases when it changes from an aqueous phase to an organic phase. To validate this, we measured the fluorescence of 50 µM NBD-ciprofloxacin samples in a fluorimeter (slit size 5 µm, Varian Eclipse), both in millipore water and in 1-octanol. The emission spectra of the two samples upon excitation at 460 nm and at 360 nm are shown in Figure 4.13A and 4.13B, respectively. We see that the fluorescence of NBD increases more than 12-fold when it is dissolved in an organic compound, compared to when it is dissolved in water. Indeed, this behaviour of NBD is known and has been investigated in the past. NBD is a so called solvatochromic dye. These fluorophores exhibit strong shifts in their emission spectra as a function of environment hydration and polarity [189], which explains our observation.

![Emission spectra of NBD-ciprofloxacin in different chemical environments and different excitation wavelengths.](image)

Fig. 4.13. Emission spectra of NBD-ciprofloxacin in different chemical environments and different excitation wavelengths. (A) Emission spectra upon excitation at 460 nm. NBD-ciprofloxacin yields a more than 12-fold higher fluorescence when it is dissolved in octanol compared to water. (B) Emission spectra of NBD-ciprofloxacin upon excitation in the UV. A similar 12-fold increase in fluorescence in the organic environment can be observed. A small peak stemming from the natural autofluorescence of the drug can be observed at 440 nm in an aqueous environment. (C) Native ciprofloxacin shows comparable emission spectra in the two solvents.

As we see in Figure 4.13B, the NBD-ciprofloxacin mainly emits at the fluorophore’s emission wavelength at λ<sub>em</sub> ~530 nm, even if it is excited in the UV. Furthermore, the drug also maintains the 12-fold increase in fluorescence when it is excited at this wavelength. Interestingly, we do observe a small emission peak at λ ~440 nm, the autofluorescence wavelength, in an aqueous environment for NBD-ciprofloxacin. However, it is not clear if this peak stems from the labelled drug, or remaining ciprofloxacin that did not conjugate to the dye.
We furthermore measured the fluorescence of native ciprofloxacin (100 µM, slit size 5 nm) in water and octanol, shown in Figure 4.13C. As we see, the native ciprofloxacin shows comparable fluorescence emission in the two solvents.

The fluorescent ring appearing around the vesicles made it impossible for us to analyse the obtained video data with the previously developed MATLAB routine. Our code is capable of automatically detecting GUVs that appear dark on a bright background, as shown in Figure 4.7. However, due to the bright ring around the vesicles, these were either not identified as GUVs at all, or detected with an incorrect radius. Instead, we therefore extracted the necessary parameters (GUV radius, speed and intensity values) of 38 vesicles manually from the videos using the imaging software ImageJ.

A scatter plot generated from the manually extracted data is shown in Figure 4.14A. The scatter plot has the same general appearance as the scatter plots for our measurements on unlabelled fluoroquinolones. Again, we obtain two bands of scatter points for the two measurement positions, and a linear dependence of $\Delta I$ on the radius $R$. However, we notice that the scatter points for $\Delta I_2$ show values of around 0 or are even negative for small radii. Since we obtain $\Delta I$ from $\Delta I = \frac{I_{out} - I_{in}}{I_{out}}$, negative $\Delta I$ values appear when the vesicle fluorescence ($I_{in}$) is higher than that of the background ($I_{out}$). This is a result of the measurement technique and the strong contribution of the fluorescent ring. As we laid out in Section 4.3.4, we do not perform a confocal measurement in our setup. The $I_{in}$ we obtain is the signal stemming from the fluorescent molecules along the optical axis, so the sum of the NBD-ciprofloxacin inside and outside of the GUV, as well as in the hydrocarbon layer of the membrane. Unlike in our previous measurements, the enhanced fluorescence of the NBD-ciprofloxacin in the hydrocarbon layer contributes substantially to the $I_{in}$ value explaining the negative values.

![Fig. 4.14.](image)

**Fig. 4.14.** (A) Scatter plot of NBD-ciprofloxacin experiment. The dark data points show the $\Delta I_1$ measurements taken at the $t_0$ time point. The red points visualise $\Delta I_2$ taken after the time given inset (B) Histogram of obtained permeability coefficients. The average (mean ± standard error) permeability coefficient of NBD-ciprofloxacin is $4.9 \pm 0.2 \times 10^{-6}$ cm/s.
We proceeded to calculate the permeability coefficient of the NBD-ciprofloxacin as before, using Equation 4.14. The histogram of the measured values is shown in Figure 4.14B. We obtained a mean ± standard error of \(4.9 \pm 0.2 \times 10^{-6}\) cm/s and a median value of \(5.0 \times 10^{-6}\) cm/s. These values are very close to the ones we obtained for native ciprofloxacin. Given in Table 4.1, we obtained a mean ± standard error of \(4.99 \pm 0.07 \times 10^{-6}\) cm/s and a median of \(4.8 \times 10^{-6}\) cm/s for the latter.

Table 4.1. Permeability coefficients of NBD-ciprofloxacin and native ciprofloxacin obtained with the permeability platform.

<table>
<thead>
<tr>
<th></th>
<th>NBD- Ciprofloxacin (N=38)</th>
<th>Ciprofloxacin (N=960)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean ± S.E.</td>
<td>(4.9 \pm 0.2 \times 10^{-6}) cm/s</td>
<td>(4.99 \pm 0.07 \times 10^{-6}) cm/s</td>
</tr>
<tr>
<td>Median</td>
<td>(5.0 \times 10^{-6}) cm/s</td>
<td>(4.8 \times 10^{-6}) cm/s</td>
</tr>
</tbody>
</table>

The close permeability values are a very promising result. They indicate that the NBD label does, in fact, not alter the transport properties to an extent that it drastically changes the permeability coefficient. A low influence of the NBD fluorophore on the transport properties is also claimed by the developers of the NBD-ciprofloxacin [188]. However, the solvatochromic behavior of the NBD label is a potential source of error that must be accounted for and further investigated. The permeability coefficient, was obtained under the assumption that the fluorescent ring is fully developed at the \(t_0\) measurement position and does not change its intensity over time. If this assumption holds true, the change in vesicle intensity that we observe is indeed only due to the fluorescing drug that diffused across the membrane into the inside of the GUV. However, if the fluorescence of the membrane is not fully saturated at the \(t_0\) time point, the increase in signal from the membrane adds to that of the diffusing drug leading to the overestimation of the fluorescent signal at the second measurement position. The elevated fluorescence at the second measurement position would in return lead to an overestimation of the permeability coefficient.

All in all, our experiments with the NBD-labelled ciprofloxacin show very promising, albeit preliminary results. The permeability coefficient we obtained with the tagged molecule is very close to what we measured for the native version. However, our experiments also revealed that in addition to potential effects of the fluorescent label on the transport properties, one also has to be concerned about the sensitivity of the fluorophore to environmental changes. More experiments are necessary to determine definitely whether or not the NBD label affects the transport properties of the drug. Potential next experiments should be performed using fluorescent tags that do not express solvatochromic behavior in order to ensure that our measurement was not skewed by the fluorescence properties of the NBD-ciprofloxacin. A change in optical technique could further improve our understanding of the fluorescent label.
on the transport. By introducing confocal detection, for instance, the fluorescence of a slice in the centre of the vesicle could be viewed without the effects of the fluorescent membrane.

### 4.6 Conclusion

In this chapter, we presented an integrated microfluidic platform for quantifying drug permeation across biomimetic membranes. We combined an on-chip liposome formation technique OLA with a downstream T-junction for the controlled exposure of liposomes to a drug solute. Norfloxacin and ciprofloxacin transport through biomimetic PGPC (1:3 ratio) liposomes was measured at physiological pH and salt concentrations. The measurements yielded permeability coefficients of $4.13 \pm 0.05 \times 10^{-6} \text{ cm/s}$ (mean ± std. error of mean) with a median value of $3.57 \times 10^{-6} \text{ cm/s}$ for norfloxacin and $4.99 \pm 0.07 \times 10^{-6} \text{ cm/s}$ (mean ± std. error of mean) and a median value of $4.8 \times 10^{-6} \text{ cm/s}$ for ciprofloxacin. These values are in good agreement with previous measurements by Purushothaman et al. who obtained a permeability coefficient of $4.3 \pm 0.2 \times 10^{-6} \text{ cm/s}$ for norfloxacin in a similar lipid mixture [98, 153]. We produced PGPC (1:3) liposomes to mimic the anionic charge density typically associated with bacterial membranes [69, 177–179], and used this as a model system to quantify passive drug transport through the lipid bilayer component of the Gram-negative cell envelope.

Since our method directly quantifies the permeability coefficient of the drug across the specific membrane of interest, our technique offers an alternative to traditional drug transport assays such as octanol-partition coefficients, or the parallel artificial membrane permeability assay (PAMPA) which suffer from multiple drawbacks [164, 190]. Thanks to the microfluidic character of our method, we require only very small reagent volumes in the microliter range for our measurements [191]. Specifically, we only require approximately 70 µg of each fluoroquinoline drug for each run of the microfluidic chip. Another advantage of the integrated on-chip technique presented here over previously published optofluidic permeability assays lies in the benefits of controlling liposome formation with OLA. OLA allows the formation of large numbers of liposomes with physiological salt concentrations and with complex lipid mixtures. Other techniques such as electroformation suffer from very low yields in this environment [23], or in the case of other microfluidic techniques, require extensive procedures to remove oil remnants associated with the production [56]. Moreover, OLA allows for the efficient encapsulation of desired solutes inside the vesicles upon production [56, 69]. This makes it an interesting technique for biosensor-based approaches to detect drug molecules. The encapsulation approach has successfully been performed by Kuhn et al. to measure tetracycline transport across lipid bilayers [163]. However, their
experiments were performed using populations of small unilamellar vesicles (SUVs) of under 200 nm in radius, whereas we can work with GUVs and analyse drug transport on the single vesicle level. We will present such an encapsulation approach to measure membrane permeability in the next chapter.

We performed transport studies on an NBD-labelled derivative of ciprofloxacin and compared the permeability coefficient we obtained to that of the native version of the drug. We measured a permeability coefficient for NBD-ciprofloxacin (mean ± S.E.) of $4.9 \pm 0.2 \times 10^{-6}$ cm/s which lies within the error of the value we obtained previously for the unlabelled ciprofloxacin. However, we also found that our measurements were affected by the solvatochromic behaviour of the NBD-label. This dye increases its fluorescence drastically in the hydrocarbon phase of the bilayer, leading to the formation of a fluorescent ring around the vesicles. More studies are necessary to conclude wether or not these fluorescence properties skew the obtained permeability coefficients to higher numbers. For future permeability studies with labelled molecules, it is advisable to use other, environmentally non-sensitive, fluorophores. Furthermore, the introduction of a different imaging technique, such as confocal detection could provide better means to study the permeation of fluorescently labelled compounds.

The microfluidic platform presented here is not bound to a specific form of visualisation such as fluorescence. Since the optics and the microfluidics are decoupled from one another, the platform can be combined with different approaches of label-free drug visualisation, which is a field in its own right with various different methods published [192–195]. In Chapter 6, we will explore other forms to visualise solute molecules in order to study non-fluorescent molecules in the future.

While passive diffusion across lipids is an important element in bacterial drug uptake, it is known that porin-mediated uptake plays a crucial role in drug permeation across the outer membrane [20, 21]. Mutations of membrane proteins have furthermore been associated with antibiotic resistance [21, 196]. The incorporation of these protein channels into liposomal membranes is an attractive target for the study of drug uptake [20]. However, to integrate this with on-chip liposome formation requires the development of on-chip protein reconstitution techniques, which are still pending. The successful insertion of the pore forming toxin $\alpha$-hemolysin into the membrane of OLA generated liposomes [56] suggests that the microfluidic platform can be extended to form and study more complex lipid compositions and even proteoliposomes on chip, potentially offering an alternative to current reconstitution techniques [197].
Chapter 5

Towards Ion Transport through DNA Nanopores

5.1 Motivation

After quantifying the transport of small antibiotic molecules across lipid membranes in the previous chapter, we will turn to a different kind of membrane transport in the following sections. In the work presented below, we will use microfluidic tools to investigate the transport of ions, specifically, if novel DNA nanostructures are capable of forming channels for hydrogen ions (protons) to cross the membrane.

As we discussed before, lipid membranes are generally considered to be impermeable to charged molecules and ions [4]. We provided an illustration of this in the previous chapter, when we showed that norfloxacin molecules cannot penetrate the membrane in their charged form. In nature, charged molecules and ions cross biomembranes either via facilitated diffusion or active transporters. Salts typically cross the membrane via bilayer spanning proteins called ion channels [4, 21, 15]. Cells use these transporter proteins to regulate the flux of ions into and out of the cell and maintain their salt homeostasis [4]. The precise balance of salts is crucial for the survival of the cell and is highly regulated. The malfunction of these processes can give rise to a number of diseases, which are called channelopathies [19, 198]. One example of a well-known channelopathy is cystic fibrosis (CF). Patients with this disease suffer from an abnormal production of mucus, which leads to further complications in other
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1Elements of this chapter have previously been published in Al Nahas et al., Lab Chip, 2019, 19, 837-844 [69]
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organs, typically the lung and the pancreas [199]. However, it has been shown that the underlying cause of CF is the mutation of a regulator gene, leading to an altered expression of epithelial chloride channels [199, 200]. In other diseases, different ion channels are affected. Patients of Dravet’s syndrome, for instance, carry a mutation that leads to the development of dysfunctional sodium channels [201]. This disease manifests itself via severe epilepsy and seizures [202]. For many channelopathies there exists no cure to date [203]. Ion channels for salts like sodium or chloride are therefore an interesting field of study with important medical implications.

Ion channels do not only exist for physiological salts like sodium, potassium or chloride, but also for protons. Postulated in 1972, proton channels were found in 1982 by voltage-clamp measurements on snail neurons [204–206]. However they are also present in the human body [204, 207]. The role of proton channels has been a topic of intensive debate in the scientific literature. Based on the findings that proton channels are highly selective and regulated by pH gradients [208], DeCoursey et al. argue that their main functions are the modulation of the membrane potential, regulation of internal and external pH and osmotic balancing [209]. In the human body, malfunctions of proton channels are believed to be linked to neurological diseases and cancer [207].

However, channel proteins are not the only mechanism of facilitated diffusion for protons and other ions. Other ways for ions to cross the membrane include using ionophores. Ionophores are typically lipid soluble molecules that bind to the ion on one side of the bilayer, carry it across the bilayer and release it on the other side [210]. Ionophores that carry protons are termed protonophores. They can, for instance, effectively short circuit the proton pump mechanism in cells. One example of a protonophore is the small organic molecule indole [211]. It has been shown to stop bacterial cell division by dissipating the membrane potential [212]. The membrane dissipating property of protonophores makes them potential candidates for novel antimicrobial agents. In fact, some protonophores are being tested for the treatment of methicillin-resistant Staphylococcus aureus [213].

Other intensively studied channel proteins are proton pumps. These transmembrane proteins are active systems and regulate the proton flux across membranes against a chemical gradient, typically requiring an energy source like ATP to do so [4, 214]. An example for a proton pump is the H⁺/K⁺-ATPase system, which is found in cells of the inner stomach lining. This pump uses ATP to actively pumps cytoplasmic hydronium into the intestine, thereby lowering the pH of the stomach contents [214]. However, proton pumps can also generate ATP from existing proton gradients. A prominent example of this is found in the cell respiration process of eukaryotes. The mitochondria inside these cells contain a double membrane that separate
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the mitochondria’s inside, called the mitochondrial matrix, from the cytosol. Within the mitochondria, there exists a proton gradient between the mitochondrial matrix and the inner membrane. This proton gradient gives rise to a proton-motive force. The protons flowing back into the mitochondrial matrix drive the transmembrane protein ATP synthase which catalyses the generation of ATP [215, 216].

The examples we listed above show that electrochemical proton gradients across lipid membranes play an important role in biological systems. Furthermore, they exemplify that the modulation of ion gradients across the membrane has many potential applications, especially in the field of medicine. As a crucial element of natural cell membranes, ion channels are also of interest to other fields of science, such as synthetic biology. This field aims to (re)create biological systems via the synthesis or assembly of artificial or natural components [217].

One interesting approach that is used in synthetic biology for the de novo assembly of biological structures is DNA nanotechnology [218]. First conceptualised by Nadrian Seeman in the early 1980s, DNA nanotechnology enables the design and assembly of nanoscale structures using DNA as building material [219]. Several techniques are summarised under the term DNA nanotechnology and almost all of them make use of the strict Watson-Crick base pairing rules of DNA to assemble the structures [220]. The structure of DNA and the base pairing rules are depicted in Figure 5.1A. The backbone of the DNA molecule consists of two single strands which are connected by pairs of nucleotide bases to form a double helix [220]. The four nucleotide bases are adenine, thymine, guanine and cytosine. Importantly, adenine binds to thymine and guanine to cytosine. Two single strands of DNA hence need to possess complementary base sequences to bind together [4]. A prominent technique that exploits this property of DNA for the construction of arbitrary shapes is called DNA origami [221]. Schematically shown in Figure 5.1B, DNA origami uses short single DNA strands, called “staple” strands, to fold a long single DNA strand, called a “scaffold” strand, into the desired structure [221, 222].

DNA origami structures in solid state nanopores have been presented by Bell et al. in 2012 [223]. Shortly after, Langecker et al. successfully inserted a DNA origami nanopore into a lipid bilayer and showed that it can act as a membrane channel [224]. In the following years, bilayer-spanning DNA pores have been presented by several other groups [225, 226]. In 2015, Göpfrich et al. introduced a DNA structure with dimensions comparable to those of naturally occurring ion channels [227]. The nanopore used by Langecker et al. was assembled via DNA origami and required a kilobase long scaffold and ≈200 staple strands [224]. In contrast to that, the DNA pore by Göpfrich et al. was a so called non-scaffolded DNA.
structure, where the scaffold strand is omitted and the short single DNA strands bind directly to each other to form the nanopore. The advantage of non-scaffolded structures is a greatly simplified assembly process compared to classical DNA origami. In our studies below, we used a modification of the non-scaffolded DNA pore [227], which was presented by Ohmann et al. in 2018 [121].

Fig. 5.1. (A) Structure of the DNA molecule. Two single strands of a phosphate-sugar backbone are connected via nucleotide base pairs. The base pairing follows strict rules with adenine only pairing with thymine and guanine binding to cytosine. (B) A target structure like a smiley face can be assembled via DNA origami. The technique makes use of the strict base pairing rules according to which two single DNA strands bind together if they possess complementary base sequences. Short single DNA strands called staple strands can therefore be used to fold a long single DNA strand called a scaffold strand into the desired shape. Images adapted from [9] and [222].

In the following sections we will explore proton transport into GUVs using DNA nanopores as channels. Before we discuss our own experiments, we will first briefly present the DNA nanostructure that we use in our experiments, followed by the introduction of a new microfluidic perfusion platform which we use to carry out our measurements.
5.2 DNA Nanostructures

5.2.1 Nanopore Design

The nanopore we use for the experiments is a non-scaffolded DNA structure designed by A. Ohmann [228]. The pore consists of eight single DNA strands which assemble into four interconnected DNA duplexes. Similar to the square packing of four cylinders, the DNA duplexes have an opening at the centre point of the structure, as seen in Figure 5.2A. The entire structure has a length of approximately 13.1 nm and a width of 5 nm. The hole in the middle of the structure is approximately 0.8 nm in diameter [228]. The DNA structure can furthermore be functionalised with up to two fluorescent labels as well as up to two cholesterol anchors. The cholesterol anchors are consciously placed in the middle section of the DNA structure so that the pore effectively spans the entire bilayer if both cholesterol anchors are inserted in the membrane [228]. The strand layout is depicted in Figure 5.2B. The DNA sequence of the individual strands is given in Appendix C1. A schematic of the bilayer inserted DNA pore can be seen in Figure 5.2C. Both cholesterol tags are necessary for the DNA pore to effectively insert into the membrane. DNA structures with only one cholesterol tag merely attach to the membrane but do not orient themselves in such a way that they span through the bilayer [228]. DNA pores without any cholesterol anchors neither insert into, nor attach onto the lipid membrane [229].

Fig. 5.2. (A) Side and top view of the DNA structure. The structure is made up of four double helix bundles linked together. The height of the structure is approximately 13 nm. It features two cholesterol anchors shown in red. Similar to four cylinders in a square packing, the structure has an opening in the middle spanning approximately 0.8 nm. (B) Layout of the strand design. The pore is made up of eight single DNA strands which bind together to form the structure. (C) Proposed position of the DNA pore inserted into a lipid bilayer. Image adapted from [121] and [228].
The pore design, depicted in Figure 5.2, has shown to promote lipid flipping between the two leaflets, when inserted into a bilayer [121]. Furthermore, it has been used to investigate the aggregation of cholesterol-tagged DNA structures [230]. Most importantly though, electrophysiological measurements with the DNA pore inserted into a lipid bilayer have successfully shown ion translocation through the pore [228].

5.2.2 Electrophysiological Measurements

The electrophysiological measurements on the DNA pores have been performed by A. Ohmann [228] using black lipid membranes (BLM), a technique which found widespread use in the investigation of ion channels and other transmembrane proteins [160]. The experimental setup for the black lipid membranes (BLM) is schematically depicted in Figure 5.3A. Two aqueous reservoirs are separated by a small aperture, which is covered by a lipid bilayer [160, 231]. The size of the aperture can range from several microns to millimetres [160]. Other methods such as pipette aspiration work in a similar fashion, however, here a bilayer is formed at the tip of a micro or nano pipette [231]. A voltage is applied across the bilayer via two electrodes that are immersed in the liquid reservoirs and the resulting current trace recorded. After the DNA structures are applied to one side of the aperture, the insertion of these structure into the bilayer, as seen in Figure 5.3B, leads to a distinct jump in ion conductance [232]. Interestingly, the current traces of the DNA pores also express short, discrete drops in conductance, resembling the gating of naturally occurring ion channels [4]. Göpfrich et al. explain this behaviour with the flipping of the DNA pore from a complete spanning of the bilayer to a mere attachment of the pore to the membrane. While the pore spans the entire bilayer, ions can be conducted through the membrane, whereas the conductance drops once the DNA pore is no longer in this configuration [227]. An example current trace showing both the insertion of the DNA structure into the membrane, as well as the gating-like behaviour of the pore is shown in Figure 5.3C.

In the experiments below, we want to use microfluidically assembled GUVs and fluorescent ion tracers instead of electrophysiological methods to show the translocation of ions through the nanopore. While we do not apply a constant electric potential in these experiments, we should be aware of the fact that electric fields are still present in this system. Concentration differences of ions between the inside and outside of the membrane give rise to electrochemical gradients and therefore an electric potential [4]. Nevertheless, the optical detection of ion transport into GUVs is a different approach to previous methods and can therefore provide further evidence for the function of DNA nanopores.
5.3 Microfluidic Perfusion Assay

5.3.1 The Need for a Different Microfluidic Assay

As discussed above, the DNA pore has been successfully used for a number of experimental studies, including electrophysiology [228] and scramblase experiments on lipid vesicles [121]. A result of these experiments was the observation that the DNA pores suffer from low insertion efficiency in GUV membranes. This behaviour has also been observed by other groups working with DNA origami pores [233]. For instance, Langecker et al. report that voltage pulses were necessary for pore insertion in their electrophysiology experiments [224]. The high activation barrier likely stems from the significant rearrangement of the lipid bilayer that is necessary to insert the negatively charged pore in it [233]. Established protocols to insert the DNA pores in GUVs therefore require incubation periods of 1 hour or more [121, 228].
Attempts to use the permeability platform from Chapter 4 in conjunction with DNA pores to study sodium transport were trialled by K. Jahnke [229]. In his experiments, K. Jahnke encapsulated DNA pores inside OLA GUVs and mixed them with a sodium solution at the T-junction. Visualisation of the sodium occurred via a fluorescent sodium indicator [234]. However, he was ultimately not able to observe transport of the ions into the GUVs. He attributed this to the short period of time that the vesicles were incubated with the DNA pores. After production, the vesicles in the permeability platform typically reach the T-junction in less than 5 minutes, much shorter than the incubation times used by Ohmann et al. in their successful experiments [121]. Furthermore, his experiments were impeded by the low fluorescence signal and photo bleaching of the sodium indicator [229].

The investigation of the ion transport through DNA nanopores therefore requires a platform that allows us to incubate the GUVs with the nanostructures for time scales of hours. Another prerequisite is the use of very photo stable ion indicators, to avoid the issues of photo bleaching.

In 2019, Al Nahas et al. presented a microfluidic perfusion platform that allows the on-chip formation of GUVs with OLA and their subsequent immobilisation using vesicle traps. The trapped vesicles can be perfused with a substance of interest and observed over time scales of many hours. In their original publication, Al Nahas et al. perfused trapped GUVs for time scales of up to 10 hours which can even be extended if needed [69]. Furthermore, the microfluidic protocol uses the fluorescent dye HPTS. HPTS is not just a fluorescent pH indicator [235], it is also a dye known for its high photo stability. For instance, HPTS is the basis for several “super-photoacids” [236] that are used in ultrasensitive fluorescence spectroscopy.

The assay therefore fulfils the requirements we set to the experiments in respect to photo stability and incubation time of the vesicles. In the following section we will explain the principle of the perfusion assay, before we discuss how we will use the platform to test for proton transport through DNA nanopores.

5.3.2 Principle of the Perfusion Assay

Microfluidic Chip Design

The working principle of the chip is illustrated in Figure 5.4. The chip features a two level design. The OLA junction for vesicles production as well as the perfusion part, which features the vesicle traps, are located on the bottom layer. This bottom layer is drawn in blue
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in Figure 5.4. In contrast to the design that we have used previously, the OLA part does not feed the GUVs directly into the perfusion part. Although the OLA junction and the perfusion part are both located on the bottom layer, they are not directly connected. Instead, the two are coupled via a second-level connector chip located on top of the first PDMS chip. The second-level connector is indicated in red in Figure 5.4.

**Fig. 5.4.** Principle of the microfluidic perfusion platform. The microfluidic device has a two-level design. The bottom layer, drawn in blue, features the OLA design, as well as a perfusion design consisting of 8 chambers with 372 vesicle traps each. The OLA part and the trapping part are connected by a second-level connector chip, drawn in red. The chip is operated in a two-step process. The first step consists of the production and trapping of vesicles. The liposomes are produced at the OLA junction. From there, the vesicles travel upwards into the second-level connector chip via a vertical channel. From the connector chip, the vesicles enter the perfusion part of the chip, by applying suction via outlet A. The octanol droplets, which are present in the fluid stream as a by-product of liposome formation, remain in the connector chip due to their lower density compared to the water-filled GUVs. The octanol droplets leave the chip via outlet B, while the GUVs are immobilised in the vesicle traps located in the perfusion chambers. After a sufficient number of vesicles has been trapped, the GUVs are perfused with a substance of interest in a second step. For this, outlet B is blocked and the substance is flushed in via the perfusion inlets. The interaction with the immobilised vesicle can be observed in the trapping chamber. Image modified from [69].
Al Nahas et al. filled the perfusion chambers with a trap design that has previously been presented by Kazayama et al. [237]. A schematic of the trap design is shown in Figure 5.5A. The traps have a semicircle shape with a gap in the middle. The basket-like design allows for the effective immobilisation of the vesicle once it has entered the trap. The gap between the two trap components is necessary to allow sufficient liquid flow through the centre of the trap to let a vesicle move into a trap. The traps are optimised to capture vesicles of diameters 20-25 µm, which we can obtain with OLA. Figure 5.5B shows an image obtained from a fluorescence microscope featuring immobilised vesicles with the HPTS dye encapsulated inside the GUVs.

![A Schematic of Trap Design](image)

![B Trapped Vesicles in Perfusion Chamber](image)

**Fig. 5.5.** (A) Schematic of trap design. The basket-shaped vesicle traps are designed such that vesicles of diameters ranging between 20 – 25 µm are immobilised in them. The spacing of the traps is approximately 26 µm, whereas the gap size between the two trap components measures approximately 5 µm. The values are optimised such that the vesicles cannot squeeze through the gap, but enough flow is present to allow vesicles to enter the trap. (B) Image of the perfusion chamber with immobilised GUVs in the traps. The fluorescent dye HPTS is encapsulated inside the vesicles (λ_ex = 488 nm). Images adapted from [69].

### 5.3.3 Chip Operation

The operation of the microfluidic device consists of two steps. In the first step, the vesicle traps are filled with GUVs. Vesicle production occurs in the OLA part of the microfluidic device. This happens in a similar fashion to that described in Chapter 3 using pressure driven Fluigent pumps. After production at the OLA junction, the vesicles flow downstream and enter a hole which was punched into the microfluidic chip at the end of the channel.
The punch serves as a vertical channel and allows the vesicles to flow upward into the connector chip. Among other functions, which are explained in more detail below, the connector chip serves as a reservoir for the GUVs. From the connector chip, the GUVs can enter the perfusion/trapping part of the microfluidic device. This part of the chip is likewise connected to the connector chip via punches serving as vertical channels for the GUVs. Suction is applied via outlet A using a flow-driven syringe pump (neMESYS, Cetoni GmbH). This forces the vesicles down into the perfusion part of the chip which is made up of 8 perfusion chambers containing 372 vesicle traps each. After a sufficient number of GUVs have been trapped (in our case we aimed for approximately 80% of the traps filled), the vesicle production is stopped and the syringe pump is disconnected from outlet A. This marks the beginning of the second step of the experimental protocol.

In the second step, the vesicles are flushed with a substance of interest via the perfusion inlets. However, before perfusion of the trapping chamber is started, the second-level outlet B is blocked. This is achieved by setting a microfluidic switch that is connected to this outlet to the “closed” mode. The switch system (2-Switch, Fluigent SA, France) has two states. In the “open” state, the switch allows a fluid stream to pass through unhindered. In the “closed” state, the switch effectively blocks all fluid streams. The blocking of outlet B ensures that the substance entering through the perfusion inlets in fact continues to flow into the trapping chambers and does not flow upwards into the connector chip towards that exit. The perfusion flows are again controlled using a pressure-driven Fluigent pump. There exist four different perfusion inlets. The channel of each perfusion inlet bifurcates and flushes two chambers and the trapped vesicles within them. Up to four different substances can hence be tested on the same batch of vesicles, by using a different solution in each individual perfusion inlet. After the perfusion has been initiated, the interaction between the solute and the immobilised vesicles can be observed in the trapping chambers [69].

Note that we used two versions of the microfluidic chip in the experiments below. They are identical in basic design and operation procedure. However, one design features 8 chambers with 372 vesicle traps each, whereas the second design features 8 chambers with 744 traps. In the first design, the flow from one perfusion inlet bifurcates and perfuses two trapping chambers, while each trapping chamber has a separate perfusion inlet in the second design. Schematics of both chip designs can be found in Appendix C.6.
5.3.4 Advantages of the Two-Level Design

As indicated above, the use of a second-level connector chip has several advantages associated with it. One of the advantages is its use as reservoir from which the vesicles are drawn to fill the traps. This eliminates the need to extract the liposomes off chip and reintroduce them into a different device [69]. The connector chip approach furthermore simplifies the device fabrication, as the OLA junction must be treated with PVA in order to enable GUV formation. However, Al Nahas et al. found that PVA treatment can render the traps dysfunctional, if coating materials such as PVA solidify between the trapping microstructures [69]. By separating the perfusion part and the OLA part and linking them together with a separate connector chip later, the PVA treatment of the OLA section can be performed without PVA entering the trapping and perfusion system. Lastly, the use of a second-layer connector chip is also an effective way to separate the GUV population from the octanol droplets, which are present in the fluid streams as a by-product of vesicle formation with OLA [56]. Schematically drawn in Figure 5.6, the microfluidic device uses the density-based approach for GUV purification, which we already discussed in the previous chapter. As we see in Figure 5.6, both GUVs and octanol droplets enter the connector chip after generation at the OLA junction. However, when suction is applied via outlet A, only the water-filled GUVs are driven down into the trapping chambers, whereas the low-density octanol droplets remain in the top-level connector chip and leave the chip via outlet B.

![Fig. 5.6. Separation of GUVs and octanol droplets in second-level connector chip. GUVs as well as octanol droplets enter the connector chip via a 750 µm punch which serves as a vertical channel. By applying suction from the bottom-level outlet, the GUVs are pulled down into the chamber containing the vesicle traps, where the GUVs are immobilised. Due to the lower density of the octanol droplets compared to the water-filled GUVs, the droplets remain in the connector chip and flow towards a second outlet located on the connector chip. Image from [69].](image-url)
5.3.5 Data Acquisition and Image Processing

The microfluidic chip is run on an epifluorescence microscope (Olympus IX 73) equipped with an EMCCD camera (Evolve 512, Photometrics), an LED light source (wLS LED, Q-Imaging) and a programmable piezo stage (ProScan III, Prior Scientific Instruments, UK). The chambers are imaged using a 10× objective (UPLFLN, Olympus). This setup allows for the systematic scanning of the perfusion chambers to observe the trapped vesicles using the microscope’s epifluorescence capabilities.

![Image of microfluidic chip](image)

**Fig. 5.7.** Array of trapped vesicles, exemplifying the drop in fluorescence upon perfusion with a 5 µM solution of the pore forming peptide CecB. After approximately 60 minutes of exposure to the peptide, the dye begins to leak out from the vesicles, lowering their fluorescence intensity. The average normalised intensity of the trapped vesicles is drawn in the graph below. Scale bar 50 µm. Image from [69].

As stated before, Al Nahas *et al.* designed the platform for testing the efficacy of antimicrobial peptides. Pore forming peptides can be designed to specifically target bacterial membranes where they accumulate and lead to cell lysis [69]. The perfusion platform allows for the investigation of this behaviour of peptides. For this purpose, Al Nahas *et al.* encapsulate the fluorescent dye HPTS inside the vesicles upon production. When the peptides are flushed in via the perfusion inlets, they lead to the disintegration of the vesicle membrane causing leakage of the dye and ultimately bursting of the vesicle. An array of such trapped vesicles with the fluorescent dye inside can be seen in Figure 5.7. As the vesicles are perfused with
the peptide Cecropin B (CecB), they gradually lose their internal fluorescence. The drop in vesicle fluorescence that is associated with this process is recorded and analysed. The tracking of large numbers of vesicles in such a way provide a good metric to evaluate and compare the efficacy of antimicrobial peptides [69].

In the next section, we will discuss how we use the microfluidic perfusion assay to assess whether or not DNA nanopores can mediate proton transport across vesicle membranes.

5.4 Measurement of Proton Flux

5.4.1 Experimental Procedure

Upon production, we encapsulate the fluorescent and photo stable dye HPTS inside the vesicles. Using the perfusion platform, we fill the vesicle traps with the generated GUVs, as described above. The platform features four perfusion inlets, each of which flushes two trapping chambers. We can therefore perform both the DNA pore experiments and the control experiments on the same batch of vesicles. We perfuse half of the chambers with the DNA structure and flush the other half of the chambers with a buffer control void of the DNA pores. In a second perfusion step, we change the perfusion solute and expose the trapped vesicles to a solution of low pH. As we know, the pH is defined as the negative decadic logarithm of the proton concentration of a solution: $pH = -\log_{10}(c(H^+))$. Furthermore, we know that acids, with a low pH value, serve as proton donors [238]. We therefore obtain a concentration difference in protons between the vesicles outside, which is perfused by a low pH solution, and the vesicle’s inside which encapsulates buffer of a higher pH. Proton flux across the membrane manifests itself via a pH shift inside the vesicles.

Under the assumption that the lipid bilayer provides an effective barrier for the protons, we only expect to see a shift in pH in the vesicles that have been incubated with the DNA pores, as the protons can use these as channels to cross the membrane. The control group would maintain the pH gradient or decrease at a much lower rate due to diminutive leakage of ions. As we will see later, protons represent a special case of ion movement across membranes and proton leakage plays a much larger role than we initially anticipated. However, for the design of the experiment we assumed that passive proton permeation through the bilayer is small compared to potential movement through DNA pores.
5.4 Measurement of Proton Flux

We make use of the properties of the HPTS dye which is encapsulated inside the GUVs to assess the flux of protons across the bilayer. This is possible because HPTS is a fluorescent pH indicator. A pH drop in a solution containing HPTS is associated with a decrease in fluorescence intensity [235, 239]. We confirmed this by measuring the fluorescence of a PBS buffer with 50 µM HPTS in a range from pH 5.9 to pH 7.4, shown in Figure 5.8. We can see that a drop of pH from 7.4 to 5.9 results in an approximately linear, 9-fold decrease in the fluorescence of HPTS. For the measurement, the pH of the buffer solution was adjusted by adding small amounts of hydrochloric acid (37%) to the solution and confirmed using a digital pH meter (Hanna Instruments, UK). The fluorescence signals were obtained using a fluorimeter (Eclipse, Varian; slit size 5 nm) and are the peak emission values (\( \lambda_{\text{em}} \) range 500–600 nm) upon excitation at \( \lambda_{\text{em}} = 488 \) nm.

![Chemical Structure of HPTS](image1.png)

**Fig. 5.8.** (A) Chemical Structure of HPTS. (B) Fluorescence intensity curve for HPTS. The x-axis shows pH value of the solution, the y-axis the fluorescence intensity. The fluorescence of a 50 µM HPTS solution is highest for neutral pH and decreases for more acidic pH levels. At pH 5.9 the fluorescence intensity decreased to approximately 10% of the fluorescence at neutral levels (pH 7.4). The single data points are the peak emissions of individual measurements with \( \lambda_{\text{ex}} = 488 \) nm and an emission range from 500 – 650 nm.

This property of HPTS allows us to perform the proton transport experiments using the tools that were developed by Al Nahas et al. for the study of antimicrobial peptides. In the case of perfusion with peptides, a drop in fluorescence is the results of dye leakage due to peptide-induced membrane poration. In our experiments, we perfuse the vesicles with a low pH solution (pH 5.9) instead of peptides. A drop in fluorescence indicates a pH shift inside the vesicle as a result of proton flux.
5.4.2 Materials and Methods

Chip Fabrication and Preparation

The microfluidic chips were made of polydimethylsiloxane (PDMS) following the protocol presented in Sections 2.4.2 and 4.4.2. The silicon master chip was designed and fabricated by K. Al Nahas as previously described [69]. Note that we used two versions of the perfusion assay design, both of which can be found in Appendix section C.6. The two chip designs are identical in operating principle, but differ in the amount of vesicle traps per chamber. One design contains 372 vesicle traps per chamber, whereas the second design features enlarged perfusion chambers that hold 744 vesicle traps each. We performed one experiment on the version with the smaller perfusion chambers and two experiments using the chip with 744 vesicle traps.

The first level of the microfluidic chip was plasma bonded (100 W, 10 s exposure, 25 sccm, plasma oven from Diener Electric, Germany) onto a PDMS coated glass slide (76 mm × 39 mm and 1 mm thickness). The OLA junction of that chip was then PVA coated using a 5% PVA solution as described in section 2.4.2 using a Fluigent pump and baked in the oven at 120°C for 15 minutes. The connector chip was PVA coated by hand by spreading 10 µL of PVA (10 mg/mL) on the open channels using a pipette tip. The connector chip was then likewise baked in the oven for 1 hour at 60°C. After both, the first layer chip and connector chip have been PVA coated and cured in the oven, the connector chip is plasma bonded on top of the first layer such that it bridges the vertical channels from the OLA and the perfusion part.

Solution Composition

The DNA strands were sourced from Integrated DNA Technology (IDT) and assembled according to an established folding protocol [228] given in Appendix C.2. Folding occurred in TE20 buffer (10 mM Tris, pH 8.0, 0.1 mM EDTA) containing an additional 20 mM MgCl₂, which is necessary for the stability of the DNA structure. The folding process yielded a 1 µM stock of DNA structures which we diluted with the basic OLA stock solution to a final concentration of 50 nM. We validated the correct folding of the DNA structures prior to our experiments via gel electrophoresis. An example of this is given in Appendix Figure C.1.
We formed the GUVs using the same standard stock solution we also used in our drug transport experiments. The basic stock consisted of 200 mM sucrose and 15% v/v glycerol in PBS buffer (pH 7.4). The IA phase was made up of the base stock but contained an additional 50 µM HPTS dye. As before, the OA was made up of the base stock with 50 mg/mL P-188. The LO phase consisted of 4 mg/mL DOPC in 1-octanol.

The DNA perfusion solute was similarly made up of the base stock, but contained an additional 20 mM MgCl$_2$ and 50 nM of the DNA pores. The buffer control was identical to the DNA perfusion solute but contained 50 nM of the folding buffer without the DNA pores. Using the separate perfusion chambers, we always performed experiments on both the DNA pores and a buffer control on the same chip.

The low pH buffer to which we exposed the vesicles in the second perfusion step was similarly made up of the base stock with 20 mM MgCl$_2$. However, we lowered the pH of this solute to 5.9 by adding HCl (37%) to the solution. The pH of all solutions was checked and adjusted before every experiment using a digital pH meter (Hanna Instruments, UK). The low pH solution furthermore contained either 5 µM or 20 µM of HPTS as a fluorescent tracer.

The slight background fluorescence marks the arrival of the low pH solution in the trapping chamber.

The exact solutions for all experiments are again listed in detail in Appendix C.4. All solutions were obtained from Sigma Aldrich, unless stated otherwise.

**Pressure Control and Vesicle Perfusion**

We formed and trapped GUVs using the perfusion assay as described in section 5.3.3. A detailed description of the experimental protocol including the necessary pressures and flow rates is given in Appendix section C.5.

The procedure for the two perfusion steps is depicted in Figure 5.9. In the first perfusion step, we flush the chambers with the DNA pore solution and a control solution, respectively. In the second perfusion step, we flush the chambers with a PBS solution that is adjusted to pH 5.9. Importantly, when we switch to the second perfusion step, we do not remove the tubing that is connected to the microfluidic device. Instead we exchange the vial carrying the fluid in the Fluiwell system. This allows us to change the perfusion liquid without unplugging the tubing from the microfluidic device. However, at this moment, the tubing that connects the fluid reservoir to the microfluidic chip is still filled with the DNA pore/buffer solution from the first perfusion step. The low pH solution does not arrive in the perfusion chamber until all the remaining DNA pore solution present in the tubing is pushed through the microfluidic chip.
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**Fig. 5.9.** Procedure of chip perfusion. (A) In the first perfusion step, we perfuse half of the chambers with the DNA pores and the other half with a buffer control solution. (B) The vials with the DNA/control are exchanged for vials containing the low pH solution. The tubing connecting the fluid reservoir to the chip is still filled with the initial DNA/control solutions which continues to be perfused through the chip. (C) The second perfusion step begins once all the remaining DNA/control solution has been flushed through and the low pH solution reaches the chambers with the immobilised vesicles. Since the low pH solution contains a small amount of fluorescence tracer, its arrival in the perfusion chambers is marked with a slight increase in background fluorescence.

We found the method shown in Figure 5.9 to be the only feasible way to change the perfusion liquid. Unplugging of the tubes causes movement of the liquid in the microfluidic chip and this perturbation is severe enough to flush out the vesicles from their traps. Furthermore, removal and reinsertion of tubing into the microfluidic chip can introduce air bubbles which disturb the flow patterns in the chip and can lead to heterogeneous perfusion of the chambers.

We always applied the same pressure for the first (DNA/buffer) and second (low pH) perfusion step. In total we conducted 3 experiments. Perfusion in the first two experiments occurred at 10 mbar and 8 mbar per chamber, respectively. The third experiment was perfused at 4 mbar. The effective perfusion times that resulted from these pressures are given in Table 5.1. We reduced the perfusion pressure with every experiment, as we observed that the higher perfusion rates caused the flushing out of vesicles from the traps, reducing the overall vesicle count. The small amount of HPTS that we added to the low pH solution allows us to determine the time point at which all remaining DNA solution from the tubing has been pushed through the chip and the low pH solution hits the vesicles. This moment is indicated by a slight increase of background fluorescence. After arrival of the low pH solution we observed the fluorescence of the vesicles in the individual chambers for another 400 minutes.

Note that within the individual experiments there are differences in the exact time point when the low pH solution arrives in the different chambers. The spread increases for the experiments with lower perfusion pressures. We observed the largest difference in Experiment 3, where the difference between the first and the last arrival of the low pH
solution was 100 minutes. The reason for the spread in arrival time is due to small differences in fluidic resistance in the different channels, which we attribute to variations in tubing length or the connection to the microfluidic chip. We tried to minimise this by using tubing with the same 5 cm length for all perfusion chambers. However, we cannot rule out the possibility of a partial blockage of one of the perfusion channels. Partial blockage would lead to an overall lower flow rate in the perfusion chamber that is fed by this particular channel. This might have been the case in one perfusion chamber in Experiment 3, leading to the late arrival time.

Table 5.1. Solution composition for confocal micrographs of OLA and electroformed vesicles.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Perfusion 1 DNA pores-buffer control</th>
<th>Perfusion 2 pH 5.9 solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>250 - 260 min</td>
<td>400 min</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>240 - 300 min</td>
<td>400 min</td>
</tr>
<tr>
<td>Experiment 3</td>
<td>300 - 400 min</td>
<td>400 min</td>
</tr>
</tbody>
</table>

Data Acquisiton and Analysis

After switching the vials for the low pH solution, we started image acquisition. The microfluidic chip was operated on an epifluorescence microscope (Olympus IX 73) equipped with an EMCCD camera (Evolve 512, Photometrics), an LED light source (wLS LED, Q-Imaging) and a programmable piezo stage (ProScan III, Prior Scientific Instruments, UK). The chambers were imaged using a 10x objective (UPLFLN, Olympus). We programmed the piezo stage to systematically scan the perfusion chambers. Experiment 1 featured 40 recording positions; each position was recorded once every 30 seconds. Experiments 2 and 3, which were run on a device with larger perfusion chambers, featured 64 recording positions, each of which was recorded once every minute.

The intensity values of the individual vesicles were extracted using a python routine. The basic algorithm is depicted in Figure 5.10. The script identifies the vesicles in the input video file and assigns unique labels to the individual vesicles. The intensity value of a $4 \times 4$ pixel box around the vesicle’s centre is then averaged and extracted.

We smoothed the extracted intensity data with a Savitzky–Golay filter. Furthermore, we excluded vesicles that burst or escape the traps from the data. Burst or escaped vesicles manifest themselves via a sudden drop in fluorescence, rather than a steady decay. Finally,

---

2The python routine used for the data analysis was developed by M. Fletcher.
we excluded all vesicles in chambers that show an inhomogeneous background profile, which indicated unsteady perfusion with the low pH solution. An image of the desired background profile is shown in Figure 5.11 of the next section where we discuss the background signal in more detail.

**Fig. 5.10.** Python routine to extract the vesicle intensity data. The video data is first smoothed and the vesicles are identified based on an intensity threshold. Subsequently, the location of the centre points and the maximum intensity values are used to assign a label to each individual vesicle. The intensity value of a 4x4 pixel box around the vesicle’s centre is then averaged and extracted.

### 5.4.3 Results and Discussion

Overall, we conducted three experiments. Every experiment was run on an individual microfluidic device in which we perfused half of the chambers with the DNA pore solution and the other half with a buffer control. In Figure 5.11, we show typical intensity traces of two vesicles as well as of the background over the entire length of the experiment. Figure 5.11A shows the intensity and background curves of a vesicle incubated with the DNA pore, while Figure 5.11B shows the curves of a vesicle which was perfused with the buffer control.

The left curve in Figure 5.11A shows the intensity trace of the background signal over the entire length of the experiment. This curve provides us with information on the perfusion state and the pH environment in the chamber. In the first 400 minutes, the intensity signal is low while the trapping chamber is being perfused with the DNA pore solution which does not contain any fluorescent HPTS tracer. After 400 minutes, the low pH solution containing 5 µM HPTS as fluorescent tracer arrives in the chamber. At this time point, we observe an increase in background fluorescence. Interestingly, the intensity curve does not have a sigmoidal shape which Al Nahas *et al.* observed when the chamber was homogeneously filled with the solution [69], but a peak that drops off again and equilibrates at a value that lies between the maximum fluorescence and the baseline when no fluorescent tracer was present. We believe that our chambers are also homogeneously filled, and the distinct shape of the background fluorescence results from the pH dependent fluorescence of the HPTS
Fig. 5.11. Example intensity traces of vesicles and background. (A) Fluorescent traces from a chamber perfused with the DNA pore. The left curve shows the background signal in the perfusion chamber. The background goes through three individual phases. During the perfusion with the DNA pore or the buffer control, the BG signal is low, as no HPTS is present in the background. After about 400 minutes, the low pH solution arrives in the perfusion chamber, indicated by a spike in fluorescence signal. The pH inside the chamber goes through a transition phase. The fluorescence initially overshoots, as the pH adjusts, since HPTS shows stronger fluorescence at neutral pH values. In the third phase, the background remains steady, indicating a constant pH in the chamber. The right graph shows the intensity of a GUV overlaid with the background. Both intensities are normalised to the fluorescence of the vesicle before low pH arrival. During the perfusion of the chamber with the DNA pores, the fluorescent signal is constant. As the low pH solution arrives in the chamber, the inside fluorescence begins to decrease. The pH transition period coincides with a steep decline in fluorescence intensity, which tapers off after the pH in the chamber has fully adjusted. (B) Example traces from chamber perfused with buffer control. The background and the vesicle intensity go through similar phases as the vesicle that was perfused with the DNA pore. The low pH solution arrives earlier in this chamber, after roughly 300 minutes.
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tracer. We observe the mixing of the low pH solution (pH 5.9) with the solution present in the perfusion chamber (pH 7.4). The pH in the perfusion chamber undergoes a transition which we can observe because the fluorescence of the HPTS tracer is higher at neutral pH than at acidic levels. Once the pH shift in the chamber to a value of pH 5.9 is complete, the background stays steady at one fluorescence level. The pH transition times necessary for the adjustment of the lie between 20 and 40 minutes in the different experiments. These time scales are typical for the perfusion assay and similar to the times that Al Nahas et al. require for the filling of the perfusion chambers in their experiments on antimicrobial peptides [69].

The right-hand side graph in Figure 5.11A shows the same background signal overlaid with the intensity trace of a vesicle in the chamber. We see that the fluorescence intensity of the GUV remains constant during the perfusion with the DNA pore and then expresses a two-stage decay in fluorescence with a steep, initial decay which then suddenly tapers off. The dashed lines indicate the two critical time points we identified before: the arrival of the low pH solution and the complete shift of pH in the perfusion chamber. The decrease in vesicle fluorescence begins with the arrival of the low pH solution, while the shift from the fast fluorescence decay to the slower decay matches the time point of pH equilibration in the outside chamber.

In Figure 5.11B, we look at the signal for a vesicle that has been perfused with a buffer control. From the background signal, we can again identify the two critical time points. The arrival of the low pH solution occurs after 300 minutes of perfusion with buffer. Approximately 30 minutes later, the pH in the perfusion chamber has adjusted to a pH 5.9 level. Surprisingly, the intensity trace of the vesicle that has been perfused with the control looks similar to the vesicle that has been perfused with the DNA pore. Again, we observe a steep, initial decay in fluorescence, which coincides with the pH transition in the chamber, followed by a steady decrease at a lower rate, once the pH in the chamber has adjusted.

In order to compare the intensity traces of the entire set of trapped vesicles, we created heatmaps which display the behaviour of all vesicles that were perfused with the same substance (DNA pore/ buffer) in a single experiment. In the heatmaps, shown in Figure 5.12, every horizontal line originating from the y-axis shows the normalised intensity of the encapsulated HPTS in an individual vesicle. The intensity values are colour coded with the maximum value displayed in red and a complete loss of fluorescence shown in blue. The intensity traces are sorted by the time point the fluorescence decreases below 50% of the initial intensity. The x-axis denotes the time of exposure to the low pH solution. Note that the $t_0$ time point of the heat maps is set to the arrival of the low pH solution which is identified by the python code. We do not depict the perfusion step with the DNA pores/buffer control in the heatmaps.
5.4 Measurement of Proton Flux

![Heatmaps of the perfusion experiments](image)

**Fig. 5.12.** Heatmaps of the perfusion experiments. The time of exposure to the low pH solution is given on the x-axis, the individual vesicle on the y-axis. Every horizontal line depicts the intensity decay curve of a single vesicle. The normalised vesicle intensities are colour coded with the maximum intensity depicted in bright red and a complete loss of fluorescence in dark blue. The vesicles are sorted by the time point at which the intensity drops to 50% of the initial value. Subfigure A, B and C show the results of experiments 1, 2 and 3, respectively. The respective number of vesicles is given inset.
The same fluorescence data as for the heatmaps is used in Figure 5.13. However, here we do not show the data of the individual vesicles, but a mean ± std. dev of all the vesicles in a single experiment over time. In each of the plots, the average intensity of the vesicles that were incubated with the DNA pore is shown in red and the buffer control is shown in blue. The decay traces give us a more quantitative view of what is shown in the heatmaps.

**Fig. 5.13.** Fluorescence decay curves of the different experiments. The solid line displays the mean intensity of all vesicles in the respective experiments. The shadowed region indicates the standard deviation. The vesicles incubated with the DNA pores are shown in red, the buffer control group is shown in blue. All experiments show a rapid increase in fluorescence to about 75% of the initial fluorescence in the first 30 minutes. After the initial, quick decay, the decrease continues for both sets of vesicles, albeit at a slower rate. Overall the vesicles incubated with the DNA pore show a slightly faster decay than the control group, however, this behaviour is most substantial in the first experiment.
5.4 Measurement of Proton Flux

Looking at the heatmaps of Experiment 1 in Figure 5.12A, we see an immediate shift from dark red to bright red within the first few minutes of the experiment in both vesicle populations. This decrease represents the initial drop in vesicle intensity during the pH transition period in the chamber. Initially, the decrease in both groups occurs in almost the same time period. From Figure 5.13A, we can see that a drop to 75% of the initial intensity occurs within 19 minutes in the pore-incubated vesicles and 20 minutes for the control group. After this time span, the intensity traces of the two vesicle populations noticeably diverge. After 50 minutes of exposure to the low pH solution, the vesicles with the DNA pores show an average fluorescence intensity of 53% ± 14% of the initial value, compared to 61% ± 11% of the control. This divergence can also be seen in the heat map, as we see a substantially faster shift from red to blue in the DNA vesicles than in the control. After the initial fast decrease in fluorescence, both groups steadily decay in fluorescence until the end of the experiment, albeit not at a rate as high as in the first 50 minutes of the experiment.

In Experiments 2 and 3 we similarly see the fast, initial decay for both the vesicles incubated with the pore and the control group. In Experiment 2, the drop to 75% of the initial fluorescence occurs within 26 minutes for the pore-incubated vesicles and 29 minutes for the control. In Experiment 3 these numbers are 33 minutes and 40 minutes, respectively. As in Experiment 1, the fast decay in Experiment 3 continues for the DNA-incubated vesicles, while it tapers off for the control group. Figure 5.13C shows us that after 50 minutes, the mean fluorescence (mean ± std. dev.) in the DNA incubated vesicle dropped to 65% ± 10% of the initial value, compared to 71% ± 11% in the control. Interestingly, we do not see such a pronounced divergence of the decay traces in Experiment 2, although the overall fluorescence decay is larger for the vesicles that were incubated with DNA pores here as well.

Overall, the total mean intensity decay in Experiments 2 and 3 is not as strong as in Experiment 1. The overall fluorescence (mean ± std. dev.) in the latter drops to 18% ± 16% and 23% ± 18% for the pore-incubated and control group, respectively. The DNA-incubated and control vesicles in Experiment 2 decay to a value of 37% ± 20% and 40% ± 19% after 400 minutes, respectively. These values are 32% ± 14% and 34 ± 13% for the DNA and control vesicles in Experiment 3.

The number of vesicles we were able to trap and observe throughout the entire length of the experiment differed between the technical repeats. In Experiment 1, we were able to trap 96 vesicles that were incubated with the DNA pore and 55 vesicles for the buffer control. In Experiments 2 these numbers were 183 for the DNA pore and 328 for the control, as well as 177 and 380, respectively for Experiment 3. The lower number of vesicles in Experiment 1
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is due to the reason that we used the chip design with fewer vesicle traps compared to the chip in Experiments 2 and 3. In addition, not all vesicle traps were filled when we switched to the perfusion step and some vesicles escaped from the traps or burst, which we also excluded. Furthermore, we disregarded all vesicles in perfusion chambers that did not show a homogeneous background signal, as shown in Figure 5.11, reducing the overall number of vesicles again.

The fact that the initial drop in vesicle fluorescence coincides with the transition period that we identified in the background signal suggests that the intravesicular pH drops alongside the pH in the chamber. There is no substantial time delay between the arrival of the low pH solution and the drop in vesicle fluorescence, as we see in Figure 5.11. The protons seem to flow across the membrane and change the intravesicular pH as they arrive in the perfusion chamber. This is despite the fact that PBS buffer is encapsulated inside the GUVs, which should slow down a shift in pH due to its buffering capacity. The fast shift in pH suggests a low permeability barrier of the membrane to protons. We expected such a behaviour for the vesicles that were incubated with the DNA pore, since the protons can use these as channels. However, since we see a similar drop in pH in the vesicles that were incubated with a buffer solution, we must conclude the pure lipid bilayer of these vesicles likewise does not provide an effective barrier to the protons.

It is interesting that after the initial drop in fluorescence which coincides with the pH transition in the chamber, the fluorescence of the GUVs continues to decline. This indicates that the pH transition inside the vesicles is not complete after the initial drop in fluorescence and seemingly contradicts the observation of the fast proton transport that we witnessed during the first few minutes of the experiment. The continued decline in fluorescence over the time scale of hundreds of minutes suggest that the bilayer is indeed an effective barrier for the protons; the opposite conclusion that we drew from the first few minutes of the experiment.

We compared the steady decay that followed the initial drop in fluorescence, since the latter seems to be rate limited by the pH transition in the perfusion chamber. For this, we fitted an exponential function of the form \( y = a \times \exp(-bt) \) to the decay of the final 350 minutes of every vesicle in the respective experiments. An example trace with the corresponding exponential fit is shown in Figure 5.14. Histograms of the decay parameter b are shown in Figure 5.15 for the vesicles incubated with the DNA pore, as well as for the buffer control. The median values are given inset. Note that outliers > 0.02 min\(^{-1}\) are not shown in the histograms, but are included in the calculation of the median.
Fig. 5.14. Example trace of exponential decay trace. The displayed decay trace is a vesicle incubated with the DNA pore from Experiment 3. The normalised intensity of the vesicle is shown in red. An exponential trace is fitted to the secondary decay for the final 350 minutes of the experiment.

Fig. 5.15. Exponential decay parameters fitted to the steady state decay for the last 350 minutes of every experiment. The decay rates of the vesicles incubated with the DNA pore are shown in red, the control group in blue. The median value is given inset.
In line with our previous observations, Experiment 1 not only shows the greatest absolute rate constant, and hence the fastest decay, but also the greatest spread in decay parameters. However, there is remarkably little difference between the rate constants of vesicles that have been incubated with the DNA pore, compared to the control group. The median decay parameter of both sets of vesicles is 0.0031 min$^{-1}$. Compared to Experiment 1, the absolute decay rates are smaller in Experiments 2 and 3, in line with the smaller overall decay we see for these experiments in the heatmaps and decay traces. Like before, the decay parameters are similar for the DNA incubated vesicles and the control group. In Experiment 2 the median values are 0.0020 min$^{-1}$ for the DNA incubated vesicles, and 0.0016 min$^{-1}$ for the buffer control. These values are 0.0018 min$^{-1}$ and 0.0019 min$^{-1}$ for Experiment 3, respectively.

The analysis above shows that, overall, we cannot observe a notable enhancement of proton flux in the set of vesicles that have been incubated with the DNA pore, compared to the control group. This is somewhat surprising, considering the pH gradient between the bilayer and the size of the nanopore. In Appendix C.6, we perform a theoretical calculation, according to which a single DNA pore can mediate sufficient proton transport to equilibrate the pH within several minutes. Effects like the previously discussed low insertion efficiency of the pore as well as the possibility of the flushing away of the DNA pores can be explanations for this discrepancy. However, the most crucial cause for our inability to see enhanced transport is the passive permeation of the protons through the bilayer itself. We designed the experiment under the assumption that the bilayer provides an effective barrier for the protons. In that case, even a small enhancement of ion flux due to the DNA pore would accumulate over the entire span of the experiment and show a noticeable effect. Instead, we see a seemingly two-step process of pH adjustment of the vesicles irrespective of whether DNA pores are present or not. An initial drop in fluorescence of the vesicles coincides with the pH transition in the perfusion chamber, which suggests fast proton transport across the membrane. However, after the initial acidification, we observe a steady decrease in fluorescence over the remaining time span of hours, which suggests slow proton permeation.

The review of the literature on the membrane permeation of protons reveals that this transport process is indeed a non-trivial and highly debated phenomenon. There exist conflicting numbers on the actual membrane permeability coefficient of protons. Measurements range from $10^{-4}$ to $10^{-12}$ cm/s [159, 240–243]. Early measurements of proton permeability through lipid membranes were conducted by the group of David Deamer who have consistently found permeability values in the order of $10^{-4}$ – $10^{-5}$ cm/s [159, 241, 242]. This is surprising, as the permeabilities of other ions like potassium and sodium lie in the order of $10^{-12}$ to $10^{-14}$ cm/s [15, 241, 244]. We can put these numbers into perspective, when we compare
them to the permeability values we obtained for the passive diffusion of fluoroquinolones in the previous chapter. For the transport processes that occurred over time scales of tens of seconds, we obtained permeability values of $10^{-6}$ cm/s. The proton permeability coefficients measured by Deamer et al. lie two orders of magnitude above that, implying transport in the time scales of hundreds of milliseconds. Following this analogy, the transport of sodium and other ions occurs in the time scale of hundreds of hours, a number which is consistent with the observations by Hauser et al. [244].

The permeability coefficients measured by Deamer et al. have been questioned by other groups, due to their severe physiological implications [240]. For instance, it was argued that the high passive proton permeability can collapse the electrochemical $\mathrm{H}^+/\mathrm{OH}^-$ gradient that drive the proton motive force that is necessary for processes like the synthesis of ATP which we discussed earlier in this chapter [240, 241]. Nozaki and Tanford measured the permeability values of $\mathrm{H}^+$ ions to be in the order of $10^{-12}$ cm/s [240], while Gutknecht and Walther obtained $10^{-9}$ cm/s in a 1981 study [245]. In a later publication, Gutknecht reported various other values ranging from $10^{-5}$ to $10^{-7}$ [241, 243]. It turns out that the permeability values obtained depended strongly on the conditions in which the measurements were performed. A 1987 review concluded that proton permeability measurements only provide useful comparative information if they are obtained under the same conditions [241]. The same review also concluded that the high permeability values measured in vesicle systems or with black lipid membranes do not contradict the existence of proton gradients across membranes in biological systems. For instance, it has been shown that the proton conductance of mitochondrial membranes is in the order of $10^{-6}$ S/cm$^2$, similar to that of other ions [241]. However, because the concentration gradients of protons in this system is typically six orders of magnitude lower than that of other ions, the membrane function is not impeded by the high intrinsic membrane permeability [241].

Irrespective of the exact value for the permeability coefficient, most researchers agree that proton permeability is abnormally high compared to that of other ions and that protons have a unique mechanism via which they cross the bilayer [241, 243]. Two main theories are discussed in the literature. According to one model, proton permeation occurs along transient hydrogen-bonded chains. These chains act as “water wires” [243] and allow protons to cross the membrane similar to electrical conductance in an electrical wire [241]. The second model explains the unusually high proton permeability with the presence of contaminants that act as a protonophore. Gutknecht et al. have argued that even oxidized lipids can act as protonophores increasing proton permeability drastically [241, 243].
The large range of proton permeability and the strong dependence on the chemical environment could explain the biexponential shape that we see in our fluorescence decay curves. The environment of the experiment could be such that there initially exists a large proton flux across the membrane which then decreases. For instance, the fast, initial flow could be driven by the Nernst potential that arises due to the concentration difference of ions between the two sides of the membrane. The pH difference of 1.5 gives rise to a voltage of -88.5 mV [238], to which we have to add a potential of -14.5 mV stemming from the concentration difference in HPTS [246]. The initial high flux of protons could equalise the electrical potential difference which in return decreases the driving force for the protons. After the depletion of the electric potential, different transport mechanisms dominate the system.

Another effect that could lead to the distinct biexponential decay curve is the movement of counter ions. There exist several publications on cells where the external drop of pH leads to an intracellular pH profile of the distinct shape we also observe [247, 248]. An initial internal acidification originated from fast proton or undissociated acid transport across the membrane. A slower, passive efflux of anions then continues to lower the internal pH. In our case, (protonated) phosphate ions could passively diffuse out of the vesicle. The leakage of buffer ions can change the equilibrium reaction inside the vesicle and over prolonged periods of time lead to a lower pH inside the vesicle than outside [247].

Finally, it is possible that the subsequent drop in fluorescence is due to bleaching of the HPTS dye. We think this explanation is unlikely though, as Al Nahas et al. performed a bleaching control on HPTS encapsulated vesicles with the same exposure settings and did not observe any bleaching of the dye over the time span of at least 10 hours [69]. Similarly, the fluorescence trace shown in Figure 5.11 shows no sign of substantial bleaching in the 400 minutes before the arrival of the low pH solution. Studies on the solvent dependence of HPTS confirm that this stability also extends to the molecule in acidic environments [249].

Finally, we must conclude that we were not able to observe enhanced ion flux mediated by DNA nanopores in our microfluidic system. However, our assay allowed us to witness the anomaly of proton permeation through lipid bilayers and is a potential tool to study this phenomenon in more detail in future studies.
5.5 Conclusion

In this chapter we investigated the transport of hydrogen ions through GUV membranes. We introduced a DNA nanopore that can insert into lipid bilayers and has shown ion conductance in electrophysiological measurements. Using a novel microfluidic perfusion assay, we compared the proton flux across GUV membranes that were incubated with the DNA pore to untreated vesicle membranes. We exposed the two populations of vesicles to a low pH solution and compared the decay of the fluorescent pH indicator HPTS that is encapsulated inside the vesicles. The fluorescence intensity of the pH indicator decreases with lower pH and is therefore a readout of the proton concentration inside the GUVs. The fluorescence decay curves revealed a distinct biexponential shape with a steep initial decay that is followed by a slower decrease. We found this decay curve for both, the vesicles that were incubated with the DNA pores and the control group. On average, the vesicles with the DNA pore showed a steeper initial decline as well as a greater overall decrease in fluorescence. However, the means of the different decay curves all lie within the standard deviation of each other. Moreover, we also observed that the steep decay coincides with the pH transition in the perfusion chamber in which the vesicles are trapped. We can therefore not rule out that the steeper initial decrease is an artifact stemming from the different filling of the perfusion chamber with the low pH solution. The analysis of the exponential decay that follows the initial drop in fluorescence revealed similar decay rates for both sets of vesicles over the final 350 minutes of the experiment. Due to the passive diffusion of protons across the membrane, any potentially transport enhancing effect of the DNA pore is therefore not detectable with the current experimental procedure.

However, a series of experiments are possible that could clarify the behavior of the proton transport we observed. One measure to enhance the informative value of the assay in future experiments would be adding the same concentration of HPTS as we have inside the vesicles to the low pH solution with which we perfuse the vesicles. In the way we currently designed the experiment, the HPTS in the low pH solution only serves as a tracer to signal the arrival of the pH 5.9 solution in the chamber. By having the same concentration of HPTS in the background, we can use this signal as chip internal calibration, to determine which fluorescence intensity corresponds to that pH value. This would be an effective way to assess to which extent the initial drop in pH we observe equalises the proton gradient. Other possible experiments involve the use of ionophores such as valinomycin. Other groups have used this compound to modulate the membrane potential and study its effect on proton permeability [250]. It would be interesting to include valinomycin in our experiments and verify whether or not the steep decline of the biexponential curve is indeed linked to the
Nernst potential that arises from the pH gradient. Furthermore, it would also be interesting to perfuse the vesicles with a known protonophore such as indole in order to have a side-by-side comparison of the proton flux across untreated GUV membranes, vesicles that have been incubated with a DNA pore and the proton transport in presence of an established protonophore.

Our experiments revealed that hydrogen ions are not the ideal choice of ions to study the flux through DNA nanopores due to their abnormally high passive permeation. Ions such as sodium or potassium might be more suited, as no substantial passive transport of these ions should occur over the time scales of the experiment. Any transport we observe in vesicles that are incubated with DNA pores would therefore most likely be conducted via the pore. However, as noted above, any fluorescent tracer used in the perfusion assay must be highly photo stable, in order to avoid severe photo bleaching over the long time scales of the experiment. Advances in the development of such indicators for other ions could open up the possibilities for further experiments in this direction.
Chapter 6

Towards a Deep UV Absorbance Assay to Determine Membrane Permeability

6.1 Motivation

In the previous chapters, we relied on the molecule’s autofluorescence, or fluorescent indicators such as HPTS to visualise the molecule/ion whose transport we want to study. In this chapter we will look into a new potential way to expand the scope of our assay. One advantage of our microfluidic platform is the fact that it is not bound to fluorescent readouts but can be combined with other optical sensing mechanisms. By using a different optical effect to visualise the molecule of interest, we can improve our assay and obtain the permeability of compounds that we were unable to measure before.

The development of label-free methods to investigate membrane permeability and other membrane-molecule interactions is a field in its own right and several different methods have been published in the past [251]. For instance, Zeng et al. used a non-linear optical phenomenon called second-harmonic generation (SHG) to study the transport of Machalite green across E.coli membranes [192]. In this technique, two incident photons interact with the target molecule to create a second order polarisation in its assembly. Via an intermediate virtual state, the two photons are then converted into a single photon which can be detected. Since the resulting photon has double the initial frequency, the effect used for this imaging technique is also called frequency doubling [252, 253]. Other groups used confocal Raman spectroscopy to study drug-membrane interactions and the permeability of anti-inflammatory drugs [195, 251]. Raman spectroscopy relies on the inelastic scattering
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of light in a medium to identify a molecule. An incident photon is absorbed and lifts an electron to a higher virtual energy state. As the electron returns to a lower energy state, it emits a photon. However, the electron does not return to the ground energy level, but to an excited state that corresponds to different vibrational and rotational modes of the molecule. This leads to a shift in the emission spectrum which can be recorded and used to study the molecule [195, 251]. There are also non-optical methods being developed to study molecule-membrane interactions. Ghatkesar et al. for instance developed a micro-cantilever assay that allows for the investigation of peptide adsorption to liposome membranes [254]. In their assay, lipid vesicles are immobilised on an oscillating cantilever and exposed to the peptide melittin. As the peptides insert into the membrane, the resonance frequency of the cantilever changes. The group exploits the change in resonance frequency to obtain the mass of inserted peptides and measure other micromechanical changes in the membrane [254].

A disadvantage of many of the label-free methods above is the fact that they cannot be coupled with microfluidic techniques or require extensive equipment such as pulsed femtosecond lasers to function. We want to maintain the microfluidic character of our permeability assay, as it offers advantages such as the precise control over the chemical environment, small reagent volumes and single vesicle resolution. For this reason, we opted for the use of a different technique to expand our assay. In the work below, we exploit the absorbance property of a molecule to visualise the transport through a vesicle membrane and determine its permeability coefficient. However, we will not conduct our experiments with visible light, but use ultraviolet (UV) radiation instead. As we will see below, we use light with a wavelength of 280 nm in the new optical setup. Electromagnetic radiation with wavelengths from 100 – 280 nm is defined as UV-C radiation by the International Organisation of Standardisation (ISO). UV-C radiation is commonly also called hard UV or deep UV [255], which is why we refer to the technique developed in this chapter as the Deep UV Absorbance Assay, or simply Absorbance Assay. The advantage of using UV radiation instead of visible light for the absorbance setup is the fact that many organic molecules show an absorbance peak in this part of the electromagnetic spectrum [256, 257]. A transport assay using the UV absorbance can therefore expand the scope of our transport studies to molecules we were unable to investigate previously, due to their lack of autofluorescence or fluorescent indicators.

Beer-Lambert’s law describes the relationship of a molecule’s absorbance to its concentration along a given optical path length [258–260]. The principle of this interaction is shown in Figure 6.1. Light with an initial intensity $I_0$ is attenuated as it traverses a medium containing the absorbing substance. The absorbance $A$ is described by the product $A = \varepsilon \times c \times L$ where
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$L$ is the optical path length and $c$ is the molar concentration of the absorbing substance. $\varepsilon$ is a material property called the molar attenuation or extinction coefficient. Multi-component systems, or several absorbing layers in series behave additively, so we obtain $\sum_{i=1}^{N} = \varepsilon_i \times c_i \times L_i$. The absorbance of the light is likewise described by the equation $A = \log_{10} \left( \frac{I_0}{I_T} \right)$ with the transmitted intensity $I_T$ and the incident intensity $I_0$.

![Beer-Lambert Law](image)

**Fig. 6.1.** Schematic explaining Beer-Lambert’s law. Light with an incident intensity $I_0$ is attenuated as it traverses a medium containing an absorbing substance with concentration $c$ and attenuation coefficient $\varepsilon$. The Absorbance $A$ is described by the logarithm of the ratio of incident and transmitted intensities $I_0$ and $I_T$.

Beer-Lambert’s law is used in interpreting data from UV-Vis spectrophotometers and other techniques to determine the concentration of a target compound [261]. Moreover, it is also used in medical imaging techniques like computed tomography (CT) to identify specific tissues [262].

In the following sections, we will show how we can use it in conjunction with our microfluidic techniques to measure the permeability coefficient of molecules traversing lipid membranes.
6.2 Design of Experiment

6.2.1 Fleroxacin as a Model Antibiotic

As before, we will use an antibiotic of the fluoroquinolone family as a model drug to test our assay. In this chapter, we will work with the antibiotic fleroxacin, whose chemical structure is depicted in Figure 6.2A. The advantage of this molecule is the fact that we can image it both using absorbance and autofluorescence. As we see in Figure 6.2B, the molecule expresses an absorbance peak at $\lambda = 286$ nm, but also a smaller peak at 340 nm. The latter can be used in our permeability assay in Chapter 4 to include autofluorescence. The absorbance maxima overlaps with the emission wavelength of our deep UV light source whose emission peak is stated as 275 – 285 nm by the manufacturer. These properties make fleroxacin an ideal candidate for our purpose, as we can compare the permeability value we obtain with our new technique as well as with the established technique. In Figure 6.2C, we show the calibration curve of fleroxacin showing that the absorbance at 280 nm scales linearly with the concentration, in line with Beer-Lambert’s law. The absorbance spectrum, as well as the calibration curves were obtained in a NanoDrop UV-Vis Spectrometer (NanoDrop 2000, Thermo Scientific, UK) in a 5 mM acetic acid buffer.

![Chemical Structure](image1)

![Absorbance Spectrum](image2)

![Calibration Curve](image3)

**Fig. 6.2.** (A) Chemical structure of fleroxacin. (B) Absorbance spectrum of 10 mM fleroxacin in a 5 mM acetic acid buffer. The absorbance peak at $\lambda \approx 286$ nm is exploited for the visualisation of the drug in the new optical setup. (C) Calibration curve showing the linear scaling of the absorbance in the relevant concentration range.
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6.2.2 Optical Setup and Flow Control

We conducted the studies presented in this chapter before we developed the integrated vesicle production and permeability testing microfluidic platform introduced in Chapter 4. For this reason, we did not use our own microfluidic chip design for the experiments below. Instead, we used the original chip design presented by Cama et al. in 2014 that our own permeability platform is based on. We ran the old chip design with our altered optical train, suitable for absorbance measurements.

The optical setup is depicted in Figure 6.3A. An ultraviolet LED (M280L3, Thorlabs, Germany) generates light of 280 nm which is collimated and evenly illuminates a PDMS chip bonded to a PDMS coated quartz cover slip (Type 2, UQG Optics, UK). The signal passing through the chip is detected by a 40× UV objective (0.5 N.A. LMU- 40X-UVB, Thorlabs). Any autofluorescence is filtered out by a 280 nm bandpass filter (280/10 nm BrightLine single-band bandpass filter, Semrock). The signal is then focused into an EMCCD camera (Evolve 512 Delta, Photometrics). The camera is controlled using the open source software \( \mu \)-Manager 1.4 [166]. Video recordings occurred at EM gain 25, bin 2 and 10 ms exposure time. All involved lenses and optics are either made of quartz or UV grade fused silica (Thorlabs, Germany).

The microfluidic chip design is shown in Figure 6.3B. The fluid flows are similar to that in our own permeability platform. Two channels, one containing lipid vesicles and one containing a drug solute, meet at a two-way T-junction where the flows mix equally. The field of view of the camera is set to an observation point indicated by the red box in Figure 6.3B that allows the recording of vesicles passing through two different parts of the channel. The liposomes in the different parts of the channel have been exposed to the drug for different amounts of time and therefore have different amounts of drug molecules within them. Comparison of the intensity levels of the vesicles allows the calculation of the permeability coefficient. Yet, the visualisation of the drug transport is achieved by a completely different principle as before. Instead of emitting light and therefore appearing bright, the drug absorbs the incoming wavelength in this assay and appears dark. The vesicles on the other hand are initially bright as they do not have absorbing drug molecules within them. The T-junction that shows the difference in transmitted light between the vesicles and the drug solute is shown inset in Figure 6.3B. The GUVs grow darker as the drug diffuses across the membrane. By comparing the transmitted light intensity of the vesicles at two different time points, the membrane’s permeability to the drug of interest can be determined. We present a diffusion model that allows for the calculation of the permeability coefficient from the transmitted light intensities in Section 6.2.3.
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**Fig. 6.3.** Schematic of the absorbance assay. (A) Optical train of the setup. Light from a deep-UV LED is collimated and evenly illuminates a microfluidic chip on a quartz cover slip. The signal passes through a deep-UV transparent objective. Fluorescence artefacts are filtered out by a 280 nm bandpass filter and the signal is then focused into an EMCCD camera. (B) Design of the microfluidic chip. Two flows, one containing lipid vesicles, one containing a drug solute, equally mix at the junction. The flow containing the drug solute is dark as the drug molecules absorb the UV light, whereas the flow containing the vesicles remains bright. As the drug molecules diffuse across the membrane, the vesicles get darker due to the higher concentration of absorbing drug molecules within them. By analysing the light intensity of the vesicles at distinct time points, indicated by red boxes, the speed of drug transport across the membrane can be determined. Image modified from [37].

The fluid flow in the chip is driven by a neMESYS syringe pump (Cetoni GmbH, Germany) with a 250 µL Duran Borosilicate glass syringe (ILS, Germany) that is connected to the outlet of the microfluidic chip via an Upchurch 1520 G tubing with an inner diameter of 0.03”.

Two pipette tips, one containing 40 µL of the drug solute and one containing 40 µL of the vesicle solution are placed into the inlet chambers of the microfluidic chip and serve as fluid reservoirs. Initial suction of 30 µL/h is applied for 30 minutes via the syringe pump. Over the time period of 20 minutes, the flow rate is reduced stepwise to 3 µL/h. After the flows settle, the field of view is set to the measurement position and image acquisition started.
### 6.2.3 Beer-Lambert Law and Diffusion Model

As mentioned above, the attenuation of light passing through a material is described by Beer-Lambert’s law [258]. We can combine the diffusion model from Chapter 4 with this law to produce a model for the membrane’s permeability based on the UV absorbance of the drug molecules within a vesicle. According to Beer-Lambert’s law, the absorbance $A$ of a material sample is directly proportional to the path length of the light travelling through a material, as well as to the individual concentrations of the attenuating substances [258].

\[
A = \sum_{i=1}^{N} \varepsilon_i \times c_i \times L_i
\]  
(6.1)

Where $\varepsilon_i$ is the attenuation coefficient, $c_i$ the molar concentration of the substance and $L_i$ the path length of the travelled light.

Furthermore, the overall absorbance is described by the equation

\[
A = \log_{10} \left( \frac{I_0}{I_T} \right)
\]  
(6.2)

with $I_0$ the incident intensity and $I_T$ the transmitted intensity.

In order to determine the permeability coefficient, we require three measurements of the transmitted intensity, which we depict in Figure 6.4.

The first measurement is that of the background intensity $I_{BG}$, which has to be measured when no vesicle is present in the microfluidic channel.

\[
A_{BG} = \log_{10} \left( \frac{I_0}{I_{BG}} \right) = \varepsilon_{\text{drug}} \times c_{\text{out}} \times L + X
\]  
(6.3)

\[
\rightarrow c_{\text{out}} = \frac{\log_{10} \left( \frac{I_0}{I_{BG}} \right) - X}{\varepsilon_{\text{drug}} \times L}
\]  
(6.4)

Where $\varepsilon_{\text{drug}} \times c_{\text{out}} \times L$ is the absorbance of the drug solute in the channel. Unknown elements such as the absorbance of the quartz cover slip and the rest of the PDMS are contained in the variable $X$ and will later cancel out.
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Fig. 6.4. Illustration of the intensity values that have to be obtained in order to determine the drug concentration inside the vesicles. The background intensity $I_{BG}$ is measured when no vesicle is present in the channel. The transmitted intensity values of the vesicles $I_{Vesicle}$ have to be taken at two distinct time points. The microfluidic channel has a height of $L$ and is filled with a drug solute of concentration $c_{out}$ and attenuation coefficient $\varepsilon_{drug}$. The drug concentration in the inside of the vesicle at a given time point $t$ is $c_{in}$.

The other two transmitted intensities are that of the vesicle $I_{Vesicle}$. The intensity must be measured at two distinct time points. We will call the intensity measurement at these time points $I_1$ and $I_2$. As in our previous diffusion model, we perform the first intensity measurement of a vesicle $I_1$ immediately after mixing with the drug solute (time point $t_1$) and the second measurement $I_2$ after several seconds when the vesicle appears in the field of view again (time point $t_2$).

$$A_1 = \log_{10} \left( \frac{I_0}{I_1} \right) = \varepsilon_{drug} \times c_1 \times 2R + \varepsilon_{drug} \times c_{out} \times (L - 2R) + X \quad (6.5)$$

$$\rightarrow c_1 = \frac{\log_{10} \left( \frac{I_0}{I_1} \right) - \varepsilon_{drug} \times c_{out} \times (L - 2R) - X}{2R \times \varepsilon_{drug}} \quad (6.6)$$

$$A_2 = \log_{10} \left( \frac{I_0}{I_2} \right) = \varepsilon_{drug} \times c_2 \times 2R + \varepsilon_{drug} \times c_{out} \times (L - 2R) + X \quad (6.7)$$

$$\rightarrow c_2 = \frac{\log_{10} \left( \frac{I_0}{I_2} \right) - \varepsilon_{drug} \times c_{out} \times (L - 2R) - X}{2R \times \varepsilon_{drug}} \quad (6.8)$$

The summands $\varepsilon_{drug} \times c_1 \times 2R$ and $\varepsilon_{drug} \times c_2 \times 2R$ express the absorbance of the drug within the vesicle at the time points $t_1$ and $t_2$, respectively. The absorbance of the drug solute
surrounding the vesicle in the channel is expressed by $\epsilon_{\text{drug}} \times c_{\text{out}} \times (L - 2R)$. The unknown parameters are again substituted for $X$.

We can assume that $c(t_1 = 0) = 0$, as the initial concentration of drug within the vesicle is zero. We can then solve Equation 6.5 for the unknown parameter $X$.

$$X = \log_{10}\left(\frac{I_0}{I_1}\right) - \epsilon_{\text{drug}} \times c_{\text{out}} \times (L - 2R) \quad (6.9)$$

Inserting Equation 6.9 into Equation 6.4 gives us for $c_{\text{out}}$

$$c_{\text{out}} = \frac{\log_{10}\left(\frac{I_0}{I_1}\right) - \log_{10}\left(\frac{I_0}{I_{BG}}\right)}{2R \times \epsilon_{\text{drug}}} = \frac{\log_{10}(I_1) - \log_{10}(I_{BG})}{2R \times \epsilon_{\text{drug}}} \quad (6.10)$$

We remember from our permeability model in Chapter 4 that

$$P = -\frac{R}{3}\times \ln\left(\frac{c_{\text{out}} - c_{\text{in}}(t)}{c_{\text{out}}}\right) \quad (6.11)$$

For $c(t)$ in Equation 6.11, we can assume that $c(t) = c_2 - c_1$ and receive from inserting Equation 6.6 and Equation 6.8

$$c(t) = c_2 - c_1 = \frac{\log_{10}\left(\frac{I_0}{I_{1}}\right) - \log_{10}\left(\frac{I_0}{I_{2}}\right)}{2R \times \epsilon_{\text{drug}}} = \frac{\log_{10}(I_1) - \log_{10}(I_2)}{2R \times \epsilon_{\text{drug}}} \quad (6.12)$$

The expressions for $c_{\text{out}}$ and $c_1 - c_2$ can now be inserted into Equation 6.11. For the expression in the brackets we receive

$$\frac{c_{\text{out}} + c_1 - c_2}{c_{\text{out}}} = 1 - \frac{c_2 - c_1}{c_{\text{out}}} = \frac{\log_{10}(I_1) - \log_{10}(I_2)}{2R \times \epsilon_{\text{drug}}} \quad (6.13)$$

$$\Leftrightarrow \frac{c_{\text{out}} + c_1 - c_2}{c_{\text{out}}} = 1 - \frac{\log_{10}(I_1) - \log_{10}(I_2)}{\log_{10}(I_1) - \log_{10}(I_{BG})} \quad (6.14)$$
For our final formula of the permeability coefficient we get

\[ P = -\frac{R}{3t} \ln \left( 1 - \frac{\log_{10}(I_1) - \log_{10}(I_2)}{\log_{10}(I_1) - \log_{10}(I_{BG})} \right) \]  

(6.15)

The diffusion model in the absorbance assay therefore requires the same parameters that we needed to calculate the permeability coefficient using autofluorescence. These are intensities \( I_1 \) and \( I_2 \) of a vesicle at two time points, the background intensity \( I_{BG} \), as well as the vesicles radius \( R \) and the time \( t \) between the two measurement points.

### 6.3 Validation Experiments

#### 6.3.1 Materials and Methods

**Microfluidic Chip Design and Fabrication**

The microfluidic chips were made of polydimethylsiloxane (PDMS) following the protocol presented in Sections 2.4.2 and 4.4.2. The silicon master chip was designed by J. Cama as previously described [37]. The design of the microfluidic chip is depicted in the Appendix Figure D.1.

Since standard glass coverslips are not transparent to UV radiation at 280 nm, we used quartz cover slips (Type 2, UQG Optics, UK) for our experiments in the absorbance assay. For the purpose of reusability, we coated the quartz cover slips with a thin PDMS layer as we described in Section 2.4.2. The microfluidic chip was then bonded onto the PDMS layer, rather than to the glass itself. This way the PDMS chip could be removed from the cover slip and the quartz slide reused.

**Solution Composition**

The vesicles were obtained via the electroformation method, according to the protocol we presented in Section 3.1.1. The lipid suspensions consisted of 80 \( \mu \)L DPhPC lipid (1,2-diphytanoyl-sn-glycero-3-phosphocholine, 5 mg/mL in chloroform) and were prepared in a 5 mM acetic acid, 200 mM sucrose buffer at pH 5. After electroformation, the vesicles were stored in an Eppendorf tube and used within one week.
The drug solute was prepared by dissolving fleroxacin powder (Sigma Aldrich, USA) in the same pH 5 acetic acid buffer (200 mM sucrose, 5 mM acetic acid) as used for vesicle formation. The drug concentration in the drug solute used for the absorbance setup was 8 mM, which leads to an overall concentration of 4 mM in the channel, if we assume equal mixing with the vesicle flow. The pH value of the buffer was adjusted using a digital pH meter (Hana Instruments, UK) by adding several µL of KOH (10 %) and HCl (10 %).

All chemicals were obtained from Sigma-Aldrich unless stated otherwise.

MATLAB Analysis Routine

After the system has been setup as described above, the field of view is moved to a recording position and image acquisition started using µManager. Frames are recorded at 100 fps and stored on external hard drives. After the data acquisition, the videos are analysed using a MATLAB routine. Among other values, this script extracts the area, the major and minor axis lengths, the weighted centroid and the intensity values of the vesicles passing through the channel for every frame. Based on the extracted data, the permeability values according to the model above are calculated.

Due to the low signal-to-noise ratio (SNR), intensive image processing has to be performed to reliably detect vesicles passing through the channel. The processing consists of 4 steps, illustrated in Figure 6.5. First, an image of the background is taken without vesicles being present in the channels. This background image is subtracted from each frame of the video. Vesicles that are present in the channel therefore appear much clearer than in the original image, similar to a dark field image. In a next step, a contrast enhancement algorithm from the MATLAB Image Processing Toolbox is used to further enhance the contrast of the image. Third, the enhanced image is converted into a binary image. A binary image is necessary in order to specify which pixel shows part of a vesicle and which pixel shows background. In this script, pixels with the value 1 show part of the vesicle, pixels with the value 0 show the background. The 1-pixels thus define the contour of the vesicle and we can use this information to extract the vesicle’s properties that we are interested in, such as the area or the intensity values. Yet, before these properties can be extracted, several filters have to be applied to the binary image in the final step of image processing.

Two filters are applied to remove isolated noise pixels. Using the `bwmorph('clean')` and the `bwmorph('fill')` functions, false positive and false negative pixels are removed, respectively. In the binary image, false positive pixels are fields in the picture matrix with the value of 1 that are surrounded by fields with a value of 0. Similarly, false negatives are fields with a
value of 0 that are surrounded by fields of the value 1. Next, the `bwmorph('majority')` filter is used to smoothen the edges of the vesicle. It sets a pixel to 1 if five or more pixels in its 3-by-3 neighbourhood are 1. Finally, the `bwareaopen` function is used to eliminate small objects from the image that show the value of 1 that consist of less than 30 pixels. These are usually bright specs of lipid aggregates that otherwise would be detected as a vesicle.

![Image of four step image processing]

**Fig. 6.5.** Four step image processing to detect vesicles: First, a background image is subtracted from the acquired frames. Next, a contrast enhancing algorithm is applied to the images in order to increase the vesicle’s contour. In a third step, the image is converted into a binary image. Finally, several filters are applied to the black-white image in order to remove noise pixels and remove false positives.

### 6.3.2 Results and Discussion

Scatter plots of our measurements are depicted in Figure 6.6. The x-axis displays the vesicle radius and the y-axis the transmitted intensity, normalised to the background intensity. Every scatter point represents a single vesicle measurement. The dark scatter points were obtained at the time point \( t_1 \approx 0 \) s, just after the vesicle entered the mixing channel. The coloured data points show the vesicle intensity after the time given inset.

As we did for our permeability assay in Chapter 4, we did not compare the intensity levels of one and the same vesicle at the two time points. Instead, we fitted a linear function to the scatter points we obtained for \( I_1 \) as a function of the radius. For every measurement at the second recording position (red scatter points), we recalculated the corresponding \( I_1 \) value according to the function.
The gap between the dark scatter points and the coloured points visualise the drug transport from the outside into the inside of the vesicle. Initially, the vesicle is bright on a dark background, represented by a high intensity to background ratio $I/I_{BG}$. As the light absorbing drug molecules permeate through the membrane, the transmitted intensity decreases and the vesicle appears darker. The intensity ratio at the second measurement position $I_2/I_{BG}$ is therefore closer to the baseline. Calculation of the permeability coefficient according to the diffusion model above reveals a permeability value of $14.4 \pm 2.1 \times 10^{-6}$ cm/s (mean ± standard error, $N = 29$) for fleroxacin at pH 5 through DPhPC vesicle membranes.

**Aborbance Assay:** 8 mM Fleroxacin at pH 5

![Scatter plots of two fleroxacin experiments using the absorbance assay.](image)

**Fig. 6.6.** Scatter plots of two fleroxacin experiments using the absorbance assay. The y-axis shows the intensity value of the vesicle normalised to the background intensity. The two graphs show the results of two individual experiments with the same drug. Every scatter point represents an individual vesicle measurement. The dark data points are taken at $t_1 \approx 0$ s. A linear function is fitted through these points and shown as solid line. The individual measurement points at $t_2$ are depicted in red. The time difference between the two measurement points, as well as the number of vesicles is shown in the top left corner.

The easiest way to assess the results we obtained from the absorbance assay is to directly compare them to a measurement we performed under the same conditions using the autofluorescence imaging mode. We performed such measurements on fleroxacin in a previous publication [153]. Two scatter plots of these permeability measurements are shown in Figure 6.7. It should be noted that the concentration of the drug solute in the autofluorescence measurements was 2 mM, instead of the 8 mM we use in the absorbance assay. All other chemical parameters between the experiments, such as the buffer or the lipid type were identical.
We can interpret the scatter plots shown in Figure 6.7 in a similar manner to the scatter plots we discussed in Chapter 4, as they follow the same imaging principle. If we remember, in the autofluorescence assay, we normalised the intensity inside the vesicle $I_{in}$ to the intensity of the outside $I_{out}$ in order to obtain $\Delta I = \frac{I_{out} - I_{in}}{I_{out}}$. The $\Delta I$ value for the vesicles was obtained at two time points. The dark scatter points were measured just after the vesicle encountered the drug solute ($t_1 \approx 0$ s) and the coloured data points after the time difference given inset. The permeability coefficient could then be calculated according to Equation 4.14. Our measurements in 2015 yielded a permeability value of $4.1 \pm 0.2 \times 10^{-6}$ cm/s (mean ± standard error, N = 283) [153]. In Table 6.1, we compare that value to the permeability coefficient we obtained with the absorbance assay.

**Fig. 6.7.** Scatter plots of fleroxacin measurements using the autofluorescence assay. We calculate the y-axis value according to the formula $\Delta I = \frac{I_{out} - I_{in}}{I_{out}}$. The radius is given in the x-axis. Every scatter point represents an individual vesicle measurement. The dark data points are taken at $t_1 \approx 0$ s. A linear function is fitted through these points and shown as solid line. The individual measurement points at $t_2$ are depicted in green. The time difference between the two measurement points, as well as the number of vesicles is shown in the top left corner. The downward shift in $\Delta I$ results from an increase in autofluorescence within the vesicles, as the drug diffuses across the membrane. Image modified from [153].

**Table 6.1.** Permeability coefficient (mean ± standard error) of fleroxacin measured at pH 5 with the respective setups in $10^{-6}$ cm/s

<table>
<thead>
<tr>
<th></th>
<th>Autofluorescence Assay</th>
<th>Absorbance Assay</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.1 ± 0.2</td>
<td>14.4 ± 2.1</td>
</tr>
</tbody>
</table>
The most evident difference when comparing the scatter plots obtained with the two techniques is the difference in the number of lipid vesicles in the experiments. While we detected a total of 283 vesicles with the two experiments conducted with the autofluorescence assay, this number is only 29 for our two experiments using absorbance. Even though the vesicle yield of the electroformation technique can vary from batch to batch, such a large deviation is unusual. It is in fact highly likely that more vesicles were present in the absorbance experiment, but we were not able to detect these. The reason for this is most likely the difference in signal to noise ratio (SNR) between the two assays. In the autofluorescence assay, the drug molecule itself emits the fluorescent signal we measure. Elements of the chip where no drug is present therefore appear dark in the image with a strong contrast to the fluorescing drug. The signal intensities of the vesicles and the background typically lie 60% - 100% apart, making it easy to detect the vesicles in the autofluorescence assay. In the absorbance assay, on the other hand, we measure the intensity of transmitted light from the UV LED. The mechanism that provides contrast is the difference in absorbance of the UV rays, which, however, is a very small effect. The signal of a vesicle often lies only 10% - 20% above that of the background level. As the drug permeates into the vesicle, that difference decreases even more, making it hard to detect the vesicles.

The low signal to noise ratio of the absorbance assay is also the reason why we used a drug concentration of 8 mM fleroxacin in these experiments, compared to 2 mM when relying on autofluorescence. As we discussed above, the absorbance is described as the product of the optical path length $L$, the attenuation coefficient $\varepsilon$ and the concentration $c$. Since the path length is limited by the chip geometry (channel height) and the attenuation coefficient is a material constant, the only way for us to improve the signal to noise ratio was by increasing the drug concentration. The high drug concentration also forced us to conduct the experiments at pH 5, instead of at neutral pH levels. This is due to the fact that fluoroquinolones such as fleroxacin show their lowest aqueous solubility at neutral pH levels [181]. We were therefore only able to increase the fleroxacin concentration to 8 mM by using a pH 5 acetic acid buffer.

Our optical resolution was further impeded by the available hardware suitable for deep UV measurements. Our autofluorescence setup is equipped with a 60x water immersion objective (UPLSAPO Olympus) with a numerical aperture (N.A.) of 1.2, whereas the absorbance setup uses a 0.5 N.A. air objective (LMU-40×-UVB, Thorlabs). The water immersion objective captures more light and enables finer specimen resolution than the air objective, but is not suitable for the deep UV experiments, due to the low UV transmittance of its constituent borosilicate glass. Furthermore, the EMCCD camera used for our experiments is
not optimised for use in the deep UV. According to the manufacturer, the quantum efficiency of the optical sensor lies between 50% - 95% in the optical range. This value drops to below 10% in the deep UV, further reducing our signal to noise ratio.

Finally, it is obvious from Table 4 that we obtain slightly different values for the permeability coefficient with the two setups. The value (mean ± S.E.) acquired with the autofluorescence assay is $4.1 \pm 0.2 \times 10^{-6}$ cm/s, whereas the permeability coefficient acquired with the absorbance assay is $14.4 \pm 2.1 \times 10^{-6}$ cm/s. This is a factor of 3.5 between the values. We explain this difference with the limiting factors of the absorbance measurement listed above: low SNR, lower optical resolution and a low number of vesicles. Another factor that might have contributed to the higher permeability value we observe in the absorbance assay is the higher drug concentration in these experiments. While the absolute concentration is accounted for in the diffusion model and should not influence the measured permeability coefficient, the vesicles might experience a higher osmotic pressure, which could alter the membrane tension and enhance the observed molecule flux through the membrane.

After discussing the differences between the two optical assays, we briefly want to comment on the fact that we were able to observe membrane permeation at pH 5 for fleroxacin in this chapter, while we did not observe norfloxacin permeation at pH 5 in Chapter 4 over the time scale of 40 seconds. The reason for this can be found in the chemical structure of the two compounds. As we see marked blue in Figure 6.7, fleroxacin carries two additional fluorine atoms, compared to norfloxacin. One fluoride atom is attached to the aromatic ring while the other is connected to an ethyl group. Furthermore, we see that both molecules have an amine in their piperazin-1-yl group. However, in norfloxacin, this amine is secondary, while it is a tertiary amine in fleroxacin. The secondary amine of norfloxacin is marked in red in the figure below.

![Chemical structures of fleroxacin and norfloxacin.](image)

**Fig. 6.8.** Chemical structures of fleroxacin and norfloxacin. The two additional fluoride atoms of fleroxacin are marked in blue. The secondary amine in the norfloxacin molecule is marked in red.
In our 2015 publication, we showed that the secondary amine is responsible for the decreased lipophilicity of norfloxacin compared to fleroxacin [153, 263]. This manifests itself in the comparatively reduced permeability coefficient of norfloxacin, which lies one to two orders of magnitude below that of fleroxacin, depending on the pH [153]. The difference in lipophilicity between the compounds is also expressed in their respective octanol partition coefficients. According to the DrugBank database, calculated log P values for norfloxacin lie between 0.47 and -0.92, while experiments show a log P of -1.03 [182]. For fleroxacin, the calculated log P values lie between 0.3 and 1.12 with an experimental value of 0.24 [182]. For a detailed analysis of the permeability coefficients of the different compounds, we refer to our 2015 publication, where we measured and compare the permeability value of four fluoroquinolone antibiotics over a pH range from pH 5 – 7 using the autofluorescence assay [153].

Our results show that permeability measurements using the molecule’s absorbance property are possible and could be a potential alternative for the label-free measurement of membrane transport. However, our validation experiments showed a significant difference in the obtained permeability coefficient compared to measurements using autofluorescence, which we attribute to the low signal to noise ratio, as well as to the lower optical resolution and number of vesicles in the absorbance measurements.

6.4 Conclusion

In this chapter, we investigated whether or not exploiting a molecule’s absorbance property in the deep UV is a viable alternative to autofluorescence for the label-free measurement of membrane permeability. We developed a new optical setup and combined it with an established T-junction microfluidic chip assay, where we can expose electroformed vesicles to a drug solute, or a different molecule of interest, in a controlled manner. Furthermore, we derived a diffusion model from Beer-Lambert’s law that allows for the calculation of the permeability coefficient.

We performed validation experiments on the new absorbance assay and measured the permeability coefficient of the fluoroquinolone drug fleroxacin through DPhPC lipid membranes. We compared these results with previous measurements that we performed with an established technique using autofluorescence. The permeability coefficient we obtained with the new method lies $3.5 \times$ above the value we measured previously. We attribute this disagreement in the values to the low signal to noise ratio and lower optical resolution of the UV-C
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grade components that are necessary in the absorbance assay, compared to the assay based on autofluorescence.

Our experiments show that it is indeed possible to use the UV absorbance of a molecule as a tool to measure membrane permeation. However, our studies also reveal that the low signal to noise ratio of the absorbance method hinders us from achieving the same degree of sensitivity in our measurements that we were able to obtain using a molecule’s autofluorescence. In order to truly expand the scope of the possible molecule’s that can be measured with the absorbance technique, the issue of low signal to noise must be addressed in future studies.

The two elements that make up the absorbance assay can be broken down into the optics part and the microfluidics part. Both areas have potential to improve the signal to noise ratio of the assay.

As we pointed out above, the deep UV radiation forced us to use a fused silica objective (LMU-40×-UVB, Thorlabs) that is capable of transmitting the 280 nm light. However, this objective features a lower numerical aperture, as well as a lower magnification (0.5 N.A., 40× magnification) compared to the autofluorescence setup (1.2 N.A., 60× magnification) leading to a substantially decreased image quality and overall signal in the absorbance setup. Future modification of the absorbance setup should therefore include a higher N.A. and higher magnification objective. A possible example is the Zeiss Ultrafluar series of objectives. These objectives use quartz lenses and are therefore able to transmit deep UV light. An objective with a 100× magnification and a numerical aperture of N.A. 1.25 is available which should provide better specimen resolution and enhanced signal, compared to the objective used by us. Further enhancement of the signal and image quality could also be provided by a different camera. While the EMCCD camera used by us (Evolve 512 Delta, Photometrics, UK) only has a quantum yield of 10% at wavelengths of 280 nm, there exist cameras such as the Prime 95B UV (Photometrics, UK) which are optimised for use between 250-310 nm and have a quantum yield of up to 80% in this range.

A look at the equation of the absorbance $A = \sum_{i=1}^{N} \varepsilon_i \times c_i \times L_i$ can help us identify potential changes of the microfluidic design that could lead to a stronger absorbance contrast and hence a better signal to noise ratio. From the equation above, we see that the absorbance $A$ scales directly with the optical path length $L$. Running the assay with larger vesicles would increase the relevant path length and therefore directly enhance the absorbance contrast between a GUV and the background. The microfluidic channels currently have a height of 40 µm, which also sets the upper boundary for the size of the GUVs. The redesign of the microfluidic chip with a larger channel height would allow us to perform the experiment with larger vesicles and obtain a better contrast. In our work with the permeability assay
presented in Chapter 4, we aimed to produce vesicles between $\varnothing$ 20-30 $\mu$m. However, in these experiments we observed that it is possible to form GUVs with diameters of up to 60 $\mu$m, with the OLA permeability platform. The combination of this microfluidic chip with the absorbance assay might thus provide a possibility to enhance the absorbance contrast by up to 50%.

The other elements contributing to the absorbance are the molar attenuation coefficient and the drug concentration. Both the aqueous solubility (determining the maximal possible drug concentration) and the attenuation coefficient $\varepsilon$ are material properties of the compound.

We used fleroxacin in our studies presented here, as it shows both autofluorescence upon excitation at $\lambda = 340$ nm, as well as an absorbance peak $\lambda = 280$ nm and can therefore be measured with both the absorbance, and the autofluorescence assays. However, we did not screen and compare the absorbance of fleroxacin to that of other compounds. It is likely that other antibiotics with an absorbance peak in the range of our Deep UV LED, such as rifampicin, isoniazid, or pyrazinamide [264] have a greater attenuation coefficient and thus show a stronger overall absorbance. In future studies the antibiotic classes that the afore mentioned compounds belong to (rifamycins, hydrazides or pyrazine derivatives) could systematically be screened in order to determine whether they express a stronger UV absorbance than fluoroquinolones, and correspondingly whether they are more promising candidates for the absorbance assay.
Chapter 7

Summary and Outlook

The aim of this thesis was to use microfluidics for the investigation of passive transport processes through lipid membranes. We used the lipid bilayer of giant unilamellar vesicles as model for biological cell membranes. These membranes consist of a single lipid bilayer of a well-defined lipid composition and, unlike natural cell membranes, do not contain any membrane proteins. They therefore provide an ideal system for the isolated study of passive transport processes.

A novel microfluidic method called Octanol-Assisted Liposome Assembly (OLA) was the primary source of GUVs in our studies. Presented in 2016, this method has great potential for the study of membrane transport processes. Other microfluidic methods to generate GUVs on chip use alkanes or fatty acids as carrier phase for the lipid. In many cases, the vesicles made with these methods contain residual solvent in the membrane which has to be removed from the GUV in a subsequent washing step [54]. In contrast to that, OLA used the aliphatic alcohol 1-octanol as carrier phase for the lipids. The developers of the OLA technique have found that the use of octanol diminished the need for a second washing step, as the octanol separates from the GUV automatically due to a combination of surface tension minimisation as well as shear forces from the fluid flow and PDMS channel wall [56]. This property of OLA makes it an ideal candidate to be incorporated into microfluidic transport platforms to measure membrane permeability.

Before turning to microfluidic transport studies on the GUVs, we wanted to gain a better understanding of the properties of the GUVs made with the novel OLA technique. For this purpose, we compared vesicles generated with OLA to those obtained using the established electroformation method. Using confocal microscopy, we showed that OLA vesicles are highly homogeneous and have a very narrow size distribution upon production. Furthermore,
we observed the absence of any multivesicular or multilamellar vesicles among the OLA vesicles. We also tested the unilamellarity of the OLA vesicles quantitatively via a dithionite bleaching assay. In this assay, the membrane impermeable anion sodium dithionite is added to a population of vesicles labelled with the fluorophore NBD. While the inner leaflet remains unaffected, the dithionite reduces and quenches the fluorophore in the outer leaflet of the membrane [120]. A drop to in vesicle fluorescence to half of the initial value, like we observed it for the OLA vesicles, therefore quantitatively shows a lamellar structure consisting of a single lipid bilayer.

Previous research has shown that the lipid headgroup has substantial influence on the properties of the membrane [124, 150]. It is therefore important to know the precise lipid composition of the vesicles when conducting biophysical studies. However, there exists evidence suggesting that different lipid types have a different affinity to octanol [123]. We wanted to rule out the possibility of a demixing of the lipids in the Lipid-Octanol (LO) phase in OLA and tested whether or not the lipid mixture we add to the octanol translates directly into the lipid composition of the GUVs. For this purpose, we combined the lipids DOPC, DOPG and DOPE in the mixing ratios 1:3, 3:1 and 1:1 each. One of the lipid components in every binary lipid mixture was doped with a fluorescent tracer. From the scaling of the fluorescence intensity between the generated liposomes, we were able to show that the GUVs indeed maintain the lipid composition we add to the octanol. However, we were unable to form stable GUVs made from the DOPE-DOPG mixture in the 1:3 ratio, which we attribute to the high charge density as well as to the lipid polymorphism which makes it energetically unfavourable for PE lipids to form lamellar structures [126].

Next, we compared the lateral diffusion coefficient of DOPC and POPC vesicles obtained with electroformation and OLA by means of fluorescence recovery after photobleaching (FRAP). The lateral diffusion coefficient is an important biophysical property of membranes and the lateral mobility of lipids and proteins has been found to be rate limiting for many cellular processes [148–150]. Our results showed quantitatively similar lateral diffusion coefficients for vesicles obtained with the two techniques. Importantly, we found that the presence of the Poloxamer P-188, which is necessary for the formation of vesicles with OLA, does not affect the lateral lipid mobility. This finding is in line with other studies that have not found the alteration of membrane properties due to the presence of P-188 [81, 82]. Among the tested vesicles were also GUVs that had an octanol pocket attached to them. These vesicles were not subjected to enough shear force within the microfluidic chip for the octanol pocket to separate from it. Interestingly, we found no difference in lateral diffusion between the vesicles with and without visible octanol pocket. Similar results have been found
by Karamdad et al. who used a different microfluidic method to form vesicles and likewise found no difference in the mechanical properties between vesicles with and without residue solvent attached to them [52].

After the investigating of the membrane properties of OLA vesicles, we turned to the development of a microfluidic platform that enables the measurement of membrane permeability coefficients. We combined the OLA technique with a T-junction design that allows for the controlled exposure of GUVs to a substance of interest [37, 68]. The interaction between the vesicle and the target molecule can be observed as the vesicles flows along a microfluidic channel, engulfed in the solute. The microfluidic chip is operated on a custom-built epifluorescence setup that allows the excitation of the molecule whose transport is to be studied with a target wavelength. We performed permeation studies on vesicles made from a DOPC-DOPG lipid mixture on the fluoroquinolones norfloxacin and ciprofloxacin, exploiting the autofluorescence these antibiotics show upon excitation in the UV ($\lambda_{ex} = 350$ nm). As the autofluorescing drug diffuses across the lipid membrane, the vesicles increase in brightness over time. By measuring the intensity of the vesicles at two well-defined time points, we can calculate the permeability coefficient of the respective drug to the vesicle membrane.

We measured a median permeability coefficient of $3.57 \times 10^{-6}$ cm/s for norfloxacin and $4.83 \times 10^{-6}$ cm/s for ciprofloxacin in a PBS buffer at pH 7.4, respectively. These values agree with the partition coefficients of the drugs, as well as previous studies on lipid vesicles [68, 98]. In addition to the permeability value at pH 7.4, we showed that norfloxacin does not permeate the PGPC membrane over a time period of 40 seconds in an acidic pH 5 environment. The reason for this is the fact that at pH 5, the zwitterionic norfloxacin molecules are predominantly in their charged form which cannot easily permeate the hydrocarbon layer of the membrane [37]. Importantly, the pH 5 measurements revealed that the observed membrane permeability is indeed due to passive diffusion and does not stem from leakage caused by shear or other forms of mechanical stress on the membrane.

The presented microfluidic platform is an advancement to previous liposome-based permeability assays, due to its incorporation of the OLA technique. OLA allows for the reliable liposome formation in a wide range of buffers and at salt concentrations that prove difficult for other methods of GUV formation [56, 23]. Vesicle formation is furthermore possible with various lipid types, as we showed in our analysis of the lipid mixtures. Another advantage of the technique is its ability to effectively encapsulate substances inside the vesicles. By encapsulating fluorescent tracers or other biomarkers, compounds can be studied that do not express fluorescence themselves [69].
We used the capability of OLA to encapsulate substance inside the vesicles in the study of proton flux through vesicle membranes [121, 228]. Charged molecules and ions typically do not cross lipid membranes via passive diffusion. Instead, their transport is mediated via transmembrane proteins that span the lipid bilayer [4]. The recreation of such channel proteins is an active field of research in disciplines like synthetic biology. One promising approach for the creation of artificial ion channels is DNA nanotechnology. Using a DNA nanostructure that has previously shown ion conductance in electrophysiological measurements [228], we attempted to measure proton transport through the pore using microfluidics. We conducted the measurements on a novel microfluidic platform that enables the GUV formation with OLA and their subsequent capture on chip using vesicle traps [69]. The immobilised vesicles can then be perfused with a substance of interest. Importantly, the vesicle are trapped in up to eight separate perfusion chambers, which allowed us to expose vesicles created in identical chemical environment to different substances.

We trapped DOPC vesicles and performed two perfusion steps on them. In the first perfusion step, half of the perfusion chambers were flushed with the DNA nanopore, whereas the other half was flushed with a simple buffer solution. In the second perfusion step, we exposed all trapped vesicles to a low pH solution. Vesicle formation, as well as the first perfusion step for all vesicles occurred at pH 7.4, the second perfusion step at pH 5.9. Importantly, we encapsulated the fluorescent pH indicator HPTS inside the vesicles. HPTS is strongly fluorescent at neutral pH, but the signal is effectively quenched at lower pH values [235]. Since the pH is defined as the negative decadic logarithm of the proton concentration, the fluorescence is a direct readout of the number of protons inside the GUVs.

To our surprise, we observed a drop in fluorescence and therefore a significant proton transport in both, the vesicles that were incubated with the DNA pore, as well as for the control group. Moreover, the fluorescent traces of both sets of vesicles showed a similar, distinct biexponential decay curve. Our analysis revealed that the initial drop in fluorescence, to about 70% of the initial value, coincides with the pH shift inside the perfusion chamber. This first decay is completed after approximately 20-40 minutes. After that, the vesicle fluorescence exponentially decreases steadily at a lower rate until the observation was terminated, 400 minutes after exposure to the low pH solution. Our analysis of the decay parameters of the secondary decrease did not show significant differences between the vesicles that were exposed to the DNA pore or the buffer solution.

It turns out that proton transport represents a special form of membrane transport, whose mechanism is still an intensively debated topic [241, 243]. While lipid membranes provide an effective barrier for the ions of basic salts, hydrogen ions (protons) are able to cross
the membrane without the assistance of transmembrane proteins. Two main theories are proposed to explain this anomaly. According to one model, proton permeation occurs along transient hydrogen-bonded chains. These act similar to an electrical wire, which is why they are termed “water wires” \[241\]. The second model explains the unusually high proton permeability with the presence of contaminants that act as a protonophore and thereby mediate the proton transport \[243\]. Furthermore, the proton permeability spans over a large range of permeability values and depends strongly on the chemical environment \[241\]. It is possible that this behavior of proton transport, as well as potential counter ion movement, is responsible for the distinct biexponential shape we observe in our fluorescence decay curves \[247\].

The high passive permeation impeded our capability to detect substantial enhancement of proton flux through the DNA pore. Although overall we observed a slightly greater decrease in fluorescence for the vesicles incubated with the DNA structures, we cannot rule out the possibility that this is an artefact stemming from differences in perfusion speed between the different experiments. Different ions such as sodium or potassium might be more suited to assess the ion translocation through the DNA nanopores, as no substantial passive transport of these ions should occur over our observation period. Advances in the development of photo stable indicators for these ions could open up the possibility for further experiments in this direction.

In a last series of experiments, we looked into a different optical method which can be combined with our microfluidic transport assays. Instead of relying on autofluorescence or fluorescent tracers to visualise the target molecules, we used Beer-Lambert’s law and exploit the absorbance peak that many organic molecules express in the deep UV to visualise the transport \[256\]. We designed and constructed an optical setup in which we collimated UV light from a 280 nm light source and radiated it on a microfluidic T-junction chip. The deep UV light is absorbed and therefore strongly attenuated by the target molecule. Because the absorbance scales linearly with the concentration, the transmitted intensity can be used as metric for the presence of the absorbing substance.

We conducted initial validation experiments on electroformed DPhPC vesicles on the fluoroquinolone antibiotic fleroxacin. This drug expresses both an absorbance peak at the wavelength of our deep UV LED (\(\lambda_{LED} = 280\) nm) and can also be imaged using its autofluorescence upon excitation at 340 nm. The microfluidic chip design we used for the absorbance experiments consists of a simple T-junction design. As before, a stream of GUVs encounters and mixes with a stream of drug solute in the microfluidic chip. The vesicles in this assay initially appear bright on a dark background, as no absorbing drug is present within the lipid
vesicle initially. As the drug permeates through the membrane, the transmitted brightness of the vesicles decreases. By comparing the transmitted intensities of GUVs at two distinct time points, we can calculate the permeability coefficient.

Using the novel assay, we obtained a mean permeability coefficient (mean ± SE) for fleroxacin molecules through DPhPC vesicle membranes of $14.4 \pm 2.1 \times 10^{-6}$ cm/s ($N = 29$) in a 5 mM acetic acid buffer at pH 5. In an earlier publication, we measured the drug permeability in the same buffer using autofluorescence. In these experiments, we obtained a value of $4.1 \pm 0.2 \times 10^{-6}$ cm/s ($N = 283$). The two measurements hence differ by a factor of 3.5. We attribute this deviation to two main factors. The first is the fact that we were bound to lower resolution optics in the absorbance assay. We were not able to use the same objective in both experiments. The $60 \times$ water immersion objective (N.A. 1.2) used for the autofluorescence measurements does not transmit light in the deep UV. Therefore, we had to use a $40 \times$ air objective (N.A. 0.5) made of fused silica to measure the transmitted deep UV rays. However, due to its lower magnification and numeric aperture, this objective does not provide the same degree of specimen resolution and captures less light than the objective used for the autofluorescence assay. The second element impeding our measurements with the absorbance assay was the low signal to noise ratio of this method. While the detected intensity contrast between a vesicle and the background lies in the order of 60% – 100% in the autofluorescence assay, this difference is only 10% – 20% in the absorbance assay. This is despite the fact that we used a 4-fold higher drug concentration in the latter method. We also attribute the low number of detected vesicles in the absorbance assay to its low signal to noise ratio. The smaller number of data points further contributes to the deviation in measured permeability coefficient. All in all, however, our measurements show that it is possible to determine the membrane permeability exploiting a molecules absorbance property in the deep UV. Yet, in order for the absorbance experiments to match the preciseness of our permeability measurements based on autofluorescence, modifications of the setup are needed. Optical hardware more suitable for measurements in the deep UV could be introduced. Further, adjustments of the microfluidic chip design that increase absorbance contrast, such as the use of larger GUVs, are possible.
In this thesis, we worked on the development and validation of new microfluidic methods to measure passive membrane permeation. The microfluidic OLA technique is an ideal platform for this purpose, as it allows us to generate vesicles and perform transport measurements in a wide range of chemical environments and at physiologically relevant pH and salt concentrations. Due to their microfluidic characters, we only require small reagent volumes in the platforms presented here. This makes our tools suitable for use in the early stages of drug development, when only small quantities of compounds are available for experimentation [69].

Another main advantage of OLA is its ability to encapsulate substances inside the vesicle upon formation. This enables us to work with fluorescent tracers and biomarkers in our transport studies. In our experiments on proton permeation, we already made use of this property of the technique to encapsulate the pH indicator HPTS inside the GUVs. However, fluorescent biosensors are available for a large number of other molecules. In recent years, there has been particularly strong progress in the development of biosensors based on DNA aptamers [265]. DNA aptamers are short, single DNA strands that selectively bind to a target substance [266]. For example, an aptamer that is known to bind to the broad-spectrum antibiotic kanamycin A, was used by Ma et al. for the development of fluorescent biosensors to this drug [267]. The mechanism of the biosensor is schematically drawn in Figure 7.1.

![Fig. 7.1. Mechanism of fluorescent aptamer biosensor for kanamycin A. Four aptamers form a G-quadruplex (G4) structure which can bind to G4-sensitive dyes as well as the antibiotic. If bound to the fluorescent dye Thioflavin T (ThT), the aptamers form a complex that expresses a higher fluorescence than the unbound dye. The displacement of the dye with kanamycin A therefore leads to a drop in fluorescence signal, an effect which can be used to assess the presence of kanamycin molecules. Image from [267].](image-url)
In solution, four kanamycin aptamer strands associate into a G-quadruplex (G4) structure. As such, both the antibiotic, as well as G4 sensitive dyes like Thioflavin T (ThT) can bind to the structure. If bound to the aptamer, the Aptamer-ThT complex expresses a stronger fluorescence than the unbound dye. The biosensor makes use of this effect, as well as of the fact that the aptamer has a higher affinity to bind to kanamycin than to the dye. If the Aptamer-ThT complex encounters a kanamycin molecule, its fluorescence is therefore effectively “turned off”. It is likely that biosensors with such fluorescence properties can be used with our microfluidic tools.

Another example of a highly debated transport process that can be explored with our tools is that of free fatty acids (FFAs) permeation. Fatty acids are carboxylic acids with aliphatic chain of different lengths. Examples of three fatty acids are shown in Figure 7.2.

![Figure 7.2](image)

**Valeric acid (C5:0)**

**Lauric acid (C12:0)**

**Palmitic acid (C16:0)**

Fatty acids are an important component in the human body and serve different structural, functional or biological roles [268]. For instance, as we know from our discussion in Chapter 1, they are a component of the lipids that make up the cell membrane [4]. However, the elevated circulation and cellular uptake of FFAs is also linked to a number of diseases such as diabetes, hypertension, atherosclerosis and non-alcoholic fatty liver disease [269]. Despite its severe medical implications, the process of membrane permeation is still not well understood. While short chained FFAs with five carbon atoms or less seem to follow the same diffusion mechanism as the small antibiotic molecules we investigated in this thesis, medium and long chained FFAs with more than 6 carbon atoms, are believed to cross the membrane via a flip-flop mechanism, as well as mediated by transporter proteins [157].
Further elements of controversy are the magnitude of the transport rate and the rate-limiting kinetic step of the transport [270].

Importantly, there exist fluorescent conjugates of the FFAs as well as fluorescent biomarkers such as the Acrylodan labeled Intestinal Fatty Acid Binding Protein (ADIFAB) that serve as indicators for FFAs [271]. Free fatty acids are therefore a promising candidate that we can study with our microfluidic assays. A possible experiment could be, for instance, to encapsulate the fluorescent biomarker ADIFAB inside GUVs using OLA and use it as a readout for the transport of FFA molecules into the vesicles. Alternatively, the fluorescently tagged version of the FFA molecules can be exposed to vesicle membranes directly using our permeability platform. In the latter case, however, it would be necessary to also investigate the effect of the fluorescent label on the transport properties of the molecule.

While the different mechanisms of passive diffusion are far from fully understood, a worthwhile aim for the further development of the microfluidic tools could be to enable the investigation of facilitated diffusion or even active transport. It is a well-known fact that many molecules do not cross cellular membranes via passive diffusion, but are mediated by porins or active transporters [4, 272]. The expansion of the OLA technique for the on-chip formation of proteoliposomes, could provide greater insight into the transport processes and the interplay between these proteins and other membrane components.

Membrane transport is fundamental for all living cells. Gaining a better understanding of the laws that govern membrane processes is not just important for the fields of drug discovery or cell signalling, but across a wide range of biological and biophysical questions. The methods presented in this thesis opens this field up to further investigation and provide a useful tool to improve our knowledge of this fundamental aspect of cellular life.
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Appendix A

Biophysical Characterisation of OLA Vesicles

A.1 Microfluidic Chip Design

Fig. A.1. Design of the microfluidic chip used for the experiments in Chapter 3

A.2 Validation of Membrane Unilamellarity

The solution compositions for the membrane unilamellarity experiments are given below.
Table A.1. Solution composition for confocal micrographs of OLA and electroformed vesicles.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Composition</th>
</tr>
</thead>
</table>
| Inner Aqueous (IA)        | - 200 mM sucrose  
                             | - 15% v/v glycerol        
                             | in milli-Q water          |
| Outer Aqueous (OA)        | - 200 mM sucrose  
                             | - 15% v/v glycerol        
                             | - 50 mg/mL P-188          
                             | in milli-Q water          |
| Lipid-Octanol (LO)        | - 4 mg/mL DOPC         
                             | - 0.5% m/m 18:1 NBD-PC    
                             | in 1-octanol              |
| Low-density dilution stock| - 200 mM glucose  
                             | - 15% v/v glycerol        
                             | in milli-Q water          |
| Electroformation          | - 200 mM sucrose  
                             | - 15% v/v glycerol        
                             | in milli-Q water          |

Table A.2. Solution composition for dithionite bleaching assay.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Composition</th>
</tr>
</thead>
</table>
| Inner Aqueous (IA)        | - 200 mM sucrose  
                             | - 15% v/v glycerol        
                             | in PBS                     |
| Outer Aqueous (OA)        | - 200 mM sucrose  
                             | - 15% v/v glycerol        
                             | - 50 mg/mL P-188          
                             | in PBS                     |
| Lipid-Octanol (LO)        | - 2 mg/mL DOPC-DOPG                              
                             | (3:1 ratio mixture)       
                             | - 0.5% m/m 16:0 NBD-PC    
                             | in 1-octanol              |
| Low-density dilution stock| - 200 mM glucose  
                             | - 15% v/v glycerol        
                             | in PBS                     |
| Dithionite stock solution | 1 M Na$_2$S$_2$O$_4$                             
                             | in Tris buffer (pH 10)    |
A.3 Lipid Composition Experiments

A.3.1 Solution Composition

Table A.3. Solution composition for lipid mixture experiments.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner Aqueous (IA)</td>
<td>- 200 mM sucrose</td>
</tr>
<tr>
<td></td>
<td>- 15% v/v glycerol</td>
</tr>
<tr>
<td></td>
<td>in PBS</td>
</tr>
<tr>
<td>Outer Aqueous (OA)</td>
<td>- 200 mM sucrose</td>
</tr>
<tr>
<td></td>
<td>- 15% v/v glycerol</td>
</tr>
<tr>
<td></td>
<td>- 50 mg/mL P-188</td>
</tr>
<tr>
<td></td>
<td>in PBS</td>
</tr>
<tr>
<td>Lipid-Octanol (LO)</td>
<td>- 3.6 mg/mL of respective lipid mixture</td>
</tr>
<tr>
<td></td>
<td>in 1-octanol</td>
</tr>
<tr>
<td>Low-density dilution stock</td>
<td>- 200 mM glucose</td>
</tr>
<tr>
<td></td>
<td>- 15% v/v glycerol</td>
</tr>
<tr>
<td></td>
<td>in PBS</td>
</tr>
</tbody>
</table>

A.3.2 Preparation of Lipid Stocks

The binary lipid mixtures for the liposome composition experiments were obtained as follows:

- **PGPC (DOPG – DOPC):** DOPC and DOPG lipid powder was dissolved in 100% ethanol to a final concentration of 100 mg/mL in separate vials. Furthermore, 18:1-12:0 NBD-PC was dissolved in ethanol to a final concentration of 1 mg/mL. An aliquot of fluorescently doped DOPC lipid was made by mixing the DOPC and NBD-PC in a 9:1 ratio, resulting in a total concentration of 90 mg/mL DOPC lipid. Similarly, a DOPG aliquot was obtained by mixing it in a 9:1 ratio with pure ethanol, resulting in a total concentration of 90 mg/mL DOPG lipid. The 90 mg/mL DOPG and DOPC/NBD-PC aliquots were further mixed in 1:3, 2:2 and 3:1 volume ratios and used as lipid stocks for the OLA experiments. The lipid stocks were stored in the freezer at -20°C. The binary lipid stocks were further diluted to 3.6 mg/mL in 1-octanol before each experiment.

- **PCPE (DOPC - DOPE):** DOPC and DOPE lipid powder was dissolved in 100% ethanol to a final concentration of 100 mg/mL in separate vials. Furthermore, 16:0 Liss Rhod PE was dissolved in ethanol to a final concentration of 0.5 mg/mL. An aliquot of
fluorescently doped DOPE lipid was made by mixing the DOPE and Liss Rhod PE in a 9:1 ratio, resulting in a total concentration of 90 mg/mL DOPE lipid. Similarly, a DOPC aliquot was obtained by mixing it in a 9:1 ratio with pure ethanol, resulting in a total concentration of 90 mg/mL DOPC lipid. The 90 mg/mL DOPC and DOPE/Liss Rhod PE aliquots were further mixed in 1:3, 2:2 and 3:1 volume ratios and used as lipid stocks for the OLA experiments. The lipid stocks were stored in the freezer at -20°C. The binary lipid stocks were further diluted to 3.6 mg/mL in 1-octanol before each experiment.

- **PGPE (DOPG - DOPE):** DOPG and DOPE lipid powder was dissolved in 100% ethanol to a final concentration of 100 mg/mL in separate vials. Furthermore, 16:0 Liss Rhod PE was dissolved in ethanol to a final concentration of 0.5 mg/mL. An aliquot of fluorescently doped DOPE lipid was made by mixing the DOPE and Liss Rhod PE in a 9:1 ratio, resulting in a total concentration of 90 mg/mL DOPE lipid. Similarly, a DOPC aliquot was obtained by mixing it in a 9:1 ratio with pure ethanol, resulting in a total concentration of 90 mg/mL DOPG lipid. The 90 mg/mL DOPG and DOPE/Liss Rhod PE aliquots were further mixed in 1:3, 2:2 and 3:1 volume ratios and used as lipid stocks for the OLA experiments. The lipid stocks were stored in the freezer at -20°C. The binary lipid stocks were further diluted to 3.6 mg/mL in 1-octanol before each experiment.

All chemicals were acquired from Sigma-Aldrich, unless stated otherwise.

### A.3.3 Optical Parameters

The confocal images were obtained using the following optical parameters:

- **PGPC (DOPG – DOPC):** The images were acquired on a Leica TCS SP5 confocal microscope, equipped with a 488 nm Argon laser. The laser output power was set to 10%. Images were recorded via a 40× oil immersion objective (HCX PL APO CS 40.0, NA 1.25) with a scan speed of 400 Hz. Pinhole Diameter 67.93 µm, Laser Acousto-Optic Tunable Filter (AOTF) 40%, Smart Gain (HyD) 302% and Smart Offset disabled. The microscope was controlled via the Leica Microsystems LAS AF software.

- **PGPE (DOPG – DOPE):** The images were acquired in an Olympus FV 1000 confocal microscope, equipped with a LD559 laser (559 nm, 15 mW). The laser output power was set to 1%. Images were recorded via a 40× oil immersion objective (UPFLN 40×, NA 1.3) with a scan speed of 2 µs/pixel. Pinhole diameter 80 µm, PMT offset voltage
645 V and analog PMT offset 0. The microscope was controlled via the Olympus microscope Fluoview software.

- **PCPE (DOPC – DOPE):** The images were acquired in an Olympus FV 1000 confocal microscope, equipped with a LD559 laser (559 nm, 15 mW). The laser output power was set to 1%. Images were recorded via a 40× oil immersion objective (UPFLN 40×, NA 1.3) with a scan speed of 2 μs/pixel. Pinhole diameter 80 μm, PMT offset voltage 645 V and analog PMT offset 0. The microscope was controlled via the Olympus microscope Fluoview software.

### A.3.4 Image Panels of Binary Lipid Systems

Representative images of GUVs obtained for the different binary lipid systems are shown in Figures A.2, A.3 and A.4, along with boxplots of their corresponding mean fluorescence intensity analyses. A clear increase in intensity of the vesicles for the different lipid mixtures can be observed. In the analysis, we performed a linear regression on the fluorescence intensities of each lipid system and then normalised the fluorescence values to the slope of the linear function we obtained. This results in a gradient of +1 for the normalised intensity values with increasing relative concentrations of fluorescently doped lipid. For the 3:1, 2:2 and 1:3 lipid mixtures this translates into values of 1, 2 and 3, respectively, if the lipid composition of the LO phase is maintained in the vesicle.

For the PGPC and PCPE systems, the normalised intensity shows a linear 1-2-3 increase, as expected. Stable PGPE vesicles could only be formed in the 2:2 and 1:3 ratio.
Fig. A.2. Panel showing representative confocal images of PGPC liposomes. The 1:3 ratio vesicles show the highest fluorescence intensity, whereas the 3:1 vesicles show the lowest fluorescence intensity. The vesicles with a 2:2 lipid ratio lie between the two. The boxplot shows the results of the mean fluorescence intensity analysis. The intensity scales in a linear manner in accordance with the relative concentration of fluorescently labelled NBD-PC in the LO phase.
Fig. A.3. Panel showing representative confocal images of PCPE liposomes. The 1:3 ratio vesicles show the highest fluorescence intensity, whereas the 3:1 vesicles show the lowest fluorescence intensity. The vesicles with a 2:2 lipid ratio lie between the two. The boxplot shows the results of the mean fluorescence intensity analysis. The intensity scales in a linear manner in accordance with the relative concentration of fluorescently labelled Liss Rhod PE in the LO phase.
Fig. A.4. Panel showing representative confocal images of PGPE liposomes. The 1:3 ratio vesicles show the highest fluorescence intensity, whereas the 2:2 vesicles show lower fluorescence intensity. We were not able to form stable PGPE vesicles in 3:1 ratio. However, the fluorescence intensity of the other two lipid mixtures scales in a linear manner in accordance with the relative concentration of fluorescently labelled Liss Rhod PE in the LO phase.
A.4 Lateral Diffusion Experiments

A.4.1 Comparison of GUV Production Technique at Varying P-188 Concentrations

The composition of the solutions used to prepare the vesicles are listed in Table A.4. We formed GUVs via electroformation in two chemical environments. One environment was devoid of the poloxamer P-188 in the vesicle solution (‘no P-188 environment’), and one environment contained 50 mg/mL P-188 (‘high P-188 environment’). Similarly, we formed OLA vesicles in two chemical environments with varying P-188 concentrations. In one case, we prepared GUVs with 50 mg/mL P-188 encapsulated within (IA) and outside (OA) of the vesicles (‘high P-188 environment’). However, since OLA vesicles cannot be formed without the presence of P-188 we were not able to create an environment completely devoid of P-188. Instead we formed the OLA GUVs in a ‘low P-188 environment’ where the inner aqueous (IA) solution contained no P-188 and the outside solution contained 50 mg/mL. The vesicle aliquots had to be further diluted for imaging. The exact solution compositions in which the FRAP measurements were performed are listed in Table A.4.

Table A.4. Solution compositions used for GUV formation. After production, 20 µL of the vesicle stock solution is extracted and diluted in 50 µL of glucose solution. The lower density of the surrounding medium causes the GUVs to sink to the bottom of the incubation chamber which facilitates confocal imaging. The components were mixed in ion free milli-Q water, as this increases liposome yield during electroformation.

<table>
<thead>
<tr>
<th>Electroformation</th>
<th>Inner Aqueous (IA)</th>
<th>Outer Aqueous (OA)</th>
<th>Dilution Stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘no P-188’</td>
<td>-200 mM sucrose</td>
<td>-200 mM sucrose</td>
<td>-200 mM glucose</td>
</tr>
<tr>
<td></td>
<td>-15% v/v glycerol</td>
<td>-15% v/v glycerol</td>
<td>-15% v/v glycerol</td>
</tr>
<tr>
<td>‘high P-188’</td>
<td>-200 mM sucrose</td>
<td>-200 mM sucrose</td>
<td>-200 mM glucose</td>
</tr>
<tr>
<td></td>
<td>-15% v/v glycerol</td>
<td>-15% v/v glycerol</td>
<td>-15% v/v glycerol</td>
</tr>
<tr>
<td></td>
<td>-50 mg/mL P-188</td>
<td>-50 mg/mL P-188</td>
<td></td>
</tr>
<tr>
<td>‘low P-188’</td>
<td>-200 mM sucrose</td>
<td>-200 mM sucrose</td>
<td>-200 mM glucose</td>
</tr>
<tr>
<td></td>
<td>-15% v/v glycerol</td>
<td>-15% v/v glycerol</td>
<td>-15% v/v glycerol</td>
</tr>
<tr>
<td>‘high P-188’</td>
<td>-200 mM sucrose</td>
<td>-200 mM sucrose</td>
<td>-200 mM glucose</td>
</tr>
<tr>
<td></td>
<td>-15% v/v glycerol</td>
<td>-15% v/v glycerol</td>
<td>-15% v/v glycerol</td>
</tr>
<tr>
<td></td>
<td>-50 mg/mL P-188</td>
<td>-50 mg/mL P-188</td>
<td></td>
</tr>
</tbody>
</table>
For visualisation, we mixed 20 µL of the vesicle stock with 50 µL of the low-density dilution stock in an incubation chamber (Grace Bio-Labs FlexWell, Sigma-Aldrich) with a wide bore pipette. The density mismatch causes the GUVs to sink to the bottom of the chamber, where they could be imaged. However, by diluting the vesicle stock with P-188 free glucose solution, we reduced the effective P-188 concentration in the outside of the vesicles. The effective solution compositions that the FRAP measurements were carried out in are summarised in Table A.5.

**Table A.5.** Effective solution composition encapsulated within the vesicles and outside at which the FRAP measurements were performed. We measure the lateral lipid diffusion coefficients in a high and a low P-188 environment for both GUV formation techniques. P-188 could not be completely removed from the outside solution for the OLA sets, as this technique requires a certain amount of P-188 for successful liposome formation.

<table>
<thead>
<tr>
<th></th>
<th>Encapsulated solution</th>
<th>Outside solution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electroformation</strong></td>
<td>- 200 mM sucrose</td>
<td>- 200 mM sucrose</td>
</tr>
<tr>
<td>'no P-188 environment'</td>
<td>- 15% v/v glycerol</td>
<td>- 15% v/v glycerol</td>
</tr>
<tr>
<td></td>
<td>- 50 mg/mL P-188</td>
<td>- 14 mg/mL P-188</td>
</tr>
<tr>
<td><strong>Electroformation</strong></td>
<td>- 200 mM sucrose</td>
<td>- 200 mM sucrose</td>
</tr>
<tr>
<td>'high P-188 environment'</td>
<td>- 15% v/v glycerol</td>
<td>- 15% v/v glycerol</td>
</tr>
<tr>
<td></td>
<td>- 14 mg/mL P-188</td>
<td>- 14 mg/mL P-188</td>
</tr>
<tr>
<td><strong>OLA</strong></td>
<td>- 200 mM sucrose</td>
<td>- 200 mM sucrose</td>
</tr>
<tr>
<td>'low P-188 environment'</td>
<td>- 15% v/v glycerol</td>
<td>- 15% v/v glycerol</td>
</tr>
<tr>
<td></td>
<td>- 14 mg/mL P-188</td>
<td>- 14 mg/mL P-188</td>
</tr>
<tr>
<td><strong>OLA</strong></td>
<td>- 200 mM sucrose</td>
<td>- 200 mM sucrose</td>
</tr>
<tr>
<td>'high P-188 environment'</td>
<td>- 15% v/v glycerol</td>
<td>- 15% v/v glycerol</td>
</tr>
<tr>
<td></td>
<td>- 14 mg/mL P-188</td>
<td>- 14 mg/mL P-188</td>
</tr>
</tbody>
</table>

**Table A.6.** Summary of measured lateral lipid diffusion coefficients (mean ± std. dev.) for the GUVs investigated. All measured lateral diffusion coefficients are on the order of 1 µm²/s.

<table>
<thead>
<tr>
<th></th>
<th>DOPC</th>
<th>POPC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electroformation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'no P-188 environment'</td>
<td>1.0 ± 0.2 µm²/s</td>
<td>0.8 ± 0.2 µm²/s</td>
</tr>
<tr>
<td></td>
<td>N = 17</td>
<td>N = 28</td>
</tr>
<tr>
<td><strong>Electroformation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'high P-188 environment'</td>
<td>1.0 ± 0.2 µm²/s</td>
<td>1.3 ± 0.4 µm²/s</td>
</tr>
<tr>
<td></td>
<td>N = 14</td>
<td>N = 20</td>
</tr>
<tr>
<td><strong>OLA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'low P-188 environment'</td>
<td>1.1 ± 0.2 µm²/s</td>
<td>1.0 ± 0.3 µm²/s</td>
</tr>
<tr>
<td></td>
<td>N = 34</td>
<td>N = 49</td>
</tr>
<tr>
<td><strong>OLA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'high P-188 environment'</td>
<td>1.0 ± 0.3 µm²/s</td>
<td>0.9 ± 0.3 µm²/s</td>
</tr>
<tr>
<td></td>
<td>N = 30</td>
<td>N = 27</td>
</tr>
</tbody>
</table>
A.4.2 Effect of Glycerol and Temperature on Lipid Lateral Diffusion

In order to determine the effect of glycerol and temperature on the lateral lipid diffusion coefficient, we conducted FRAP experiments on electroformed DOPC vesicles with varying glycerol content and at two different temperatures. Sucrose/glucose solutions similar to the ‘no P-188 environment’ with and without 15% glycerol were prepared. FRAP measurements were conducted at room temperature (approx. 20°C) as well as at 37°C, but with the same optical parameters. Temperature control was performed with the cellVivo incubation system. The obtained values are presented in Table A.7.

Table A.7. Lateral diffusion coefficients (mean ± std. dev) of electroformed DOPC vesicle membranes at different temperatures and varying glycerol concentrations. The diffusion coefficient increases from 1.0 ± 0.2 µm²/s (mean ± std. dev, N = 17) at 20°C and 15% glycerol to 1.6 ± 0.2 µm²/s (N = 12) without the presence of glycerol. At 37°C, the coefficients rise to 1.9 ± 0.6 µm²/s (N = 19) with 15% glycerol and 2.2 ± 0.5 µm²/s without glycerol.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Glycerol Content</th>
<th>Diffusion Coefficient (µm²/s)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room temperature</td>
<td>15% v/v glycerol</td>
<td>1.0 ± 0.2 µm²/s</td>
<td>17</td>
</tr>
<tr>
<td>(approx. 20°C)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Room temperature</td>
<td>0% v/v glycerol</td>
<td>1.6 ± 0.2 µm²/s</td>
<td>12</td>
</tr>
<tr>
<td>(approx. 20°C)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37°C</td>
<td>15% v/v glycerol</td>
<td>1.9 ± 0.6 µm²/s</td>
<td>19</td>
</tr>
<tr>
<td>37°C</td>
<td>0% v/v glycerol</td>
<td>2.2 ± 0.5 µm²/s</td>
<td>7</td>
</tr>
</tbody>
</table>

A.4.3 Statistical Tests

The following tables show the results of the statistical tests performed on the lateral diffusion coefficients of the vesicles in different chemical environments (Tables A.8, A.9, A.13 and A.14), as well as with and without a visible octanol pocket attached (Tables A.10, A.11, A.12, A.15, A.16 and A.17).
DOPC

**Table A.8.** ANOVA on lateral lipid diffusion coefficients of DOPC vesicles in the different chemical environments. At the 0.01 level, the population means are not significantly different.

<table>
<thead>
<tr>
<th></th>
<th>N Analysis</th>
<th>N Missing</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>SE of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electroformation † † no P-188</td>
<td>17</td>
<td>0</td>
<td>1.0066</td>
<td>0.18878</td>
<td>0.04579</td>
</tr>
<tr>
<td>Electroformation † † high P-188</td>
<td>14</td>
<td>0</td>
<td>1.2347</td>
<td>0.40438</td>
<td>0.10807</td>
</tr>
<tr>
<td>OLA † † low P-188</td>
<td>34</td>
<td>0</td>
<td>1.1031</td>
<td>0.21012</td>
<td>0.03604</td>
</tr>
<tr>
<td>OLA † † high P-188</td>
<td>30</td>
<td>0</td>
<td>0.9801</td>
<td>0.25758</td>
<td>0.04703</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Prob &gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>3</td>
<td>0.72666</td>
<td>0.24222</td>
<td>3.62715</td>
<td>0.01593</td>
</tr>
<tr>
<td>Error</td>
<td>91</td>
<td>6.077</td>
<td>0.06678</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>94</td>
<td>6.80366</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R-square</th>
<th>Coeff Var</th>
<th>Root MSE</th>
<th>Data Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1068</td>
<td>0.24233</td>
<td>0.25842</td>
<td>1.06639</td>
</tr>
</tbody>
</table>
Table A.9. Two sample t-tests comparing lateral lipid diffusion coefficients of DOPC vesicles in ‘no/low’ and ‘high’ P-188 environments. At the 0.01 level, the means are not significantly different from one another.

<table>
<thead>
<tr>
<th>Comparison of lateral diffusion coefficient</th>
<th>p-value (2 sample t-test with Welch’s correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electroformation ‘no P-188’ vs. Electroformation ‘high P-188’</td>
<td>0.06812</td>
</tr>
<tr>
<td>Electroformation ‘no P-188’ vs. OLA ‘low P-188’</td>
<td>0.10644</td>
</tr>
<tr>
<td>Electroformation ‘no P-188’ vs. OLA ‘high P-188’</td>
<td>0.68838</td>
</tr>
<tr>
<td>Electroformation ‘no P-188’ vs. OLA ‘high P-188’</td>
<td>0.04441</td>
</tr>
<tr>
<td>Electroformation ‘no P-188’ vs. OLA ‘low P-188’</td>
<td>0.26509</td>
</tr>
<tr>
<td>OLA ‘low P-188’ vs. OLA ‘high P-188’</td>
<td>0.04244</td>
</tr>
</tbody>
</table>

Table A.10. ANOVA on lateral lipid diffusion coefficients of DOPC vesicles in a ‘high’ P-188 environment with and without a visible octanol pocket attached. At the 0.05 level, the population means are not significantly different.

<table>
<thead>
<tr>
<th>N Analysis</th>
<th>N Missing</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>SE of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Octanol pocket ‘high P-188’</td>
<td>13</td>
<td>1</td>
<td>0.87757</td>
<td>0.17093</td>
</tr>
<tr>
<td>No Octanol pocket ‘high P-188’</td>
<td>17</td>
<td>2</td>
<td>1.0585</td>
<td>0.28856</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Prob &gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>1</td>
<td>0.24115</td>
<td>0.24115</td>
<td>4.01219</td>
</tr>
<tr>
<td>Error</td>
<td>28</td>
<td>1.68289</td>
<td>0.0601</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>29</td>
<td>1.92404</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R-square</th>
<th>Coeff Var</th>
<th>Root MSE</th>
<th>Data Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.12533</td>
<td>0.25014</td>
<td>0.24516</td>
<td>0.9801</td>
</tr>
</tbody>
</table>
Table A.11. ANOVA on lateral lipid diffusion coefficients of DOPC vesicles in a ‘low’ P-188 environment with and without a visible octanol pocket attached. At the 0.05 level, the population means are not significantly different.

<table>
<thead>
<tr>
<th></th>
<th>N Analysis</th>
<th>N Missing</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>SE of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Octanol pocket ‘low P-188’</td>
<td>15</td>
<td>3</td>
<td>1.06813</td>
<td>0.20468</td>
<td>0.05285</td>
</tr>
<tr>
<td>No Octanol pocket ‘low P-188’</td>
<td>19</td>
<td>2</td>
<td>1.13075</td>
<td>0.21572</td>
<td>0.04949</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Prob &gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>1</td>
<td>0.03287</td>
<td>0.03287</td>
<td>0.73853</td>
<td>0.39652</td>
</tr>
<tr>
<td>Error</td>
<td>32</td>
<td>1.42411</td>
<td>0.0445</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>33</td>
<td>1.45697</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>R-square</th>
<th>Coeff Var</th>
<th>Root MSE</th>
<th>Data Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.02256</td>
<td>0.19124</td>
<td>0.21096</td>
<td>1.10313</td>
</tr>
</tbody>
</table>

Table A.12. Two sample t-test comparing lateral lipid diffusion coefficients of DOPC vesicles with and without a visible octanol pocket attached. At 0.01 level, the means are not significantly different from one another.

<table>
<thead>
<tr>
<th>Comparison of lateral diffusion coefficient</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLA octanol pocket attached vs. OLA octanol pocket separated (‘low P-188’)</td>
<td>0.39379</td>
</tr>
<tr>
<td>OLA octanol pocket attached vs. OLA octanol pocket separated (‘high P-188’)</td>
<td>0.04166</td>
</tr>
</tbody>
</table>
POPC

Table A.13. ANOVA on lateral lipid diffusion coefficients of POPC vesicles in the different chemical environments. At the 0.001 level, the difference in the population means are statistically significant.

<table>
<thead>
<tr>
<th></th>
<th>N Analysis</th>
<th>N Missing</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>SE of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electroformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘no P-188’</td>
<td>28</td>
<td>0</td>
<td>0.79702</td>
<td>0.20225</td>
<td>0.03822</td>
</tr>
<tr>
<td><strong>Electroformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘high P-188’</td>
<td>28</td>
<td>0</td>
<td>1.34993</td>
<td>0.43119</td>
<td>0.09642</td>
</tr>
<tr>
<td><strong>OLA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘low P-188’</td>
<td>49</td>
<td>0</td>
<td>0.97925</td>
<td>0.2719</td>
<td>0.03884</td>
</tr>
<tr>
<td><strong>OLA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘high P-188’</td>
<td>27</td>
<td>0</td>
<td>0.93057</td>
<td>0.13276</td>
<td>0.02555</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Prob &gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
<td>3</td>
<td>0.72666</td>
<td>0.24222</td>
<td>3.62715</td>
<td>0.01593</td>
</tr>
<tr>
<td><strong>Error</strong></td>
<td>91</td>
<td>6.077</td>
<td>0.063378</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>94</td>
<td>6.80366</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>R-square</th>
<th>Coeff Var</th>
<th>Root MSE</th>
<th>Data Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.30166</td>
<td>0.27185</td>
<td>0.26839</td>
<td>0.98729</td>
</tr>
</tbody>
</table>
Table A.14. Two sample t-tests comparing lateral lipid diffusion coefficients of POPC vesicles in ‘no/no’ and ‘high’ P-188 environments. At the 0.001 level, the lateral lipid diffusion coefficient of electroformed vesicles in a ‘high P-188’ environment is significantly different from electroformed vesicles without P-188, as well as OLA vesicles with ‘high P-188’. All remaining diffusion coefficients are not significantly different from one another.

<table>
<thead>
<tr>
<th>Comparison of lateral diffusion coefficent</th>
<th>p-value (2 sample t-test with Welch’s correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electroformation ‘no P-188’ vs. Electroformation ‘high P-188’</td>
<td>1.58549E-5</td>
</tr>
<tr>
<td>Electroformation ‘no P-188’ vs. OLA ‘low P-188’</td>
<td>0.00133</td>
</tr>
<tr>
<td>Electroformation ‘no P-188’ vs. OLA ‘high P-188’</td>
<td>0.00559</td>
</tr>
<tr>
<td>Electroformation ‘no P-188’ vs. OLA ‘high P-188’</td>
<td>3.76001E-4</td>
</tr>
<tr>
<td>OLA ‘low P-188’ vs. OLA ‘high P-188’</td>
<td>0.29855</td>
</tr>
</tbody>
</table>

Table A.15. ANOVA on lateral lipid diffusion coefficients of POPC vesicles in a high P-188 environment with and without a visible octanol pocket attached. At the 0.05 level, the population means are not significantly different.

<table>
<thead>
<tr>
<th></th>
<th>N Analysis</th>
<th>N Missing</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>SE of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Octanol pocket ‘high P-188’</td>
<td>17</td>
<td>1</td>
<td>0.94456</td>
<td>0.13026</td>
<td>0.03159</td>
</tr>
<tr>
<td>No Octanol pocket ‘high P-188’</td>
<td>9</td>
<td>2</td>
<td>0.88763</td>
<td>0.13453</td>
<td>0.04484</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Prob &gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>1</td>
<td>0.01907</td>
<td>0.01907</td>
<td>1.09968</td>
<td>0.30478</td>
</tr>
<tr>
<td>Error</td>
<td>24</td>
<td>0.41627</td>
<td>0.01734</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>0.43534</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>R-square</th>
<th>Coeff Var</th>
<th>Root MSE</th>
<th>Data Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.30166</td>
<td>0.27185</td>
<td>0.26839</td>
<td>0.98729</td>
</tr>
</tbody>
</table>
Table A.16. ANOVA on lateral lipid diffusion coefficients of POPC vesicles in a low P-188 environment with and without a visible octanol pocket attached. At the 0.05 level, the population means are not significantly different.

<table>
<thead>
<tr>
<th></th>
<th>N Analysis</th>
<th>N Missing</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>SE of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Octanol pocket ‘low P-188’</td>
<td>32</td>
<td>11</td>
<td>0.93381</td>
<td>0.28302</td>
<td>0.05003</td>
</tr>
<tr>
<td>No Octanol pocket ‘low P-188’</td>
<td>17</td>
<td>5</td>
<td>1.06477</td>
<td>0.23388</td>
<td>0.05672</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Prob &gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>1</td>
<td>0.19039</td>
<td>0.19039</td>
<td>2.66451</td>
<td>0.10929</td>
</tr>
<tr>
<td>Error</td>
<td>47</td>
<td>3.35829</td>
<td>0.07145</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>48</td>
<td>3.54868</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R-square</th>
<th>Coeff Var</th>
<th>Root MSE</th>
<th>Data Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05365</td>
<td>0.27297</td>
<td>0.26731</td>
<td>0.97925</td>
</tr>
</tbody>
</table>

Table A.17. Two sample t-tests comparing lateral lipid diffusion coefficients of POPC vesicles with and without a visible octanol pocket attached. At 0.05 level, the means are not significantly different from one another.

<table>
<thead>
<tr>
<th>Comparison of lateral diffusion coefficient</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLA octanol pocket attached vs.</td>
<td>0.09139</td>
</tr>
<tr>
<td>OLA octanol pocket separated (‘low P-188’)</td>
<td></td>
</tr>
<tr>
<td>OLA octanol pocket attached vs.</td>
<td>0.25367</td>
</tr>
<tr>
<td>OLA octanol pocket separated (‘high P-188’)</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B

Permeability Measurements of Fluoroquinolone Antibiotics
B.1 Microfluidic Chip Designs

Fig. B.1. Chip design of microfluidic permeability assay. Two different chip designs were used for the measurements. Design B has a longer outlet, leading to the T-junction, which can be used as reservoir for more GUVs.

B.2 Scatter Plots of Permeability Measurements

The scatter plots of the individual permeability measurements obtained via the microfluidic platform are given below.
Fig. B.2. Scatter plots of $\Delta I$ vs $R$ for norfloxacin in 5 mM acetic acid buffer with 200 mM sucrose at pH 5. No significant transport of the drug through the PGPC vesicles can be detected in any of the experiments, since no significant change of $\Delta I$ was detected between the different time points.
Fig. B.3. Scatter plots of $\Delta I$ vs $R$ for norfloxacin in PBS with 200 mM sucrose at pH 7.4. Significant transport of the drug through the PGPC vesicles can be detected in all experiments, visible by the gap in $\Delta I$ between the two time points.
**Fig. B.4.** Scatter plots of $\Delta I$ vs $R$ for norfloxacin in PBS with 200 mM sucrose at pH 7.4. Significant transport of the drug through the PGPC vesicles can be detected in all experiments, visible by the gap in $\Delta I$ between the two time points.
Fig. B.5. Scatter plots of $\Delta I$ vs $R$ for ciprofloxacin in PBS with 200 mM sucrose at pH 7.4. Significant transport of the drug through the PGPC vesicles can be detected in all experiments, visible by the gap in $\Delta I$ between the two time points.
Appendix C

DNA Nanopores

C.1 Strand Sequence of the DNA Pore

The strand sequence of the DNA pore is given in Table C.1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Sequence (5' to 3')</th>
<th>Length (nt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc1</td>
<td>CCTTTCCACGAACACAGGGTTGTCCGATCCTATATTACGACTCCITT</td>
<td>47</td>
</tr>
<tr>
<td>Sc2</td>
<td>TTTGGGAAGGGGTTTCGCAAGTCGCACCCTAAACG</td>
<td>34</td>
</tr>
<tr>
<td>Sc3</td>
<td>TCTTATCTGTCACTCGAAAGCTCATAATCATGCATCTTT</td>
<td>36</td>
</tr>
<tr>
<td>Sc4</td>
<td>TTTATGTTGAAGGCTCAGGATGC</td>
<td>23</td>
</tr>
<tr>
<td>St1</td>
<td>TTTATCGGACATTCAACATGGAGTCTGTTGCTGCGACT</td>
<td>36</td>
</tr>
<tr>
<td>St2</td>
<td>TCGGAACAGGATAAGACGTATTAGAATATTAGGTT</td>
<td>34</td>
</tr>
<tr>
<td>St3</td>
<td>TTTTTTCGATGCCCCCTCCCGATGCAATGAGGGCATCTGAGCCACCC</td>
<td>47</td>
</tr>
<tr>
<td>St4</td>
<td>TGTGTTCGTGGAATTTGAGCTTTT</td>
<td>23</td>
</tr>
</tbody>
</table>

C.2 Folding Protocol

All DNA strands were acquired from Integrated DNA Technology (IDT). The DNA strands were mixed to a final concentration of 1 µM in TE20 buffer (10 mM Tris, pH 8.0, 0.1 mM EDTA) containing an additional 20 mM MgCl₂ in an Eppendorf tube. The mixture of DNA strands then underwent a heating protocol using a ProFlex™ PCR thermal cycler (Thermo Fisher Scientific). The mixture was heated to 85°C for 5 minutes and subsequently cooled to 25°C over 18 hours. After assembly, the structures were stored at 4°C.
C.3 Polyacrylamide Gel Electrophoresis (PAGE) ¹

We used polyacrylamide gel electrophoresis (PAGE) to validate successful assembly of the DNA structures before every experiment, following an established protocol [228, 229]. In this technique, an electric field is applied across a gel of cross-linked polymers. The negatively charged DNA structures migrate against the direction of the electric field. The distance the DNA structures are able to travel depends primarily of the size and shape of the structure. By comparing the distances by which the nanostructures migrated to that of a known reference (DNA ladder), the correct assembly of the DNA pores can be assessed. Figure C.1 shows an example PAGE of correctly assembled DNA pores.

![PAGE Image](image)

*Fig. C.1. Polyacrylamide gel electrophoresis to validate the correct assembly of the DNA structures. The leftmost lane displays a DNA ladder of known base pairs which are used as the reference. The remaining lanes depict unlabelled as well as labelled 0C, 1C and 2C structures. The strong bands indicate the successful assembly of the pore. The small steps between the 0C, 1C and 2C structures stems from their additional mass due to the cholesterol tags, again suggesting successful assembly of the structure. Image from [229].

¹PAGE was either performed by K. Jahnke or A. Ohmann.
C.4 Solution Composition

The base stock solution consisted of 200 mM sucrose, 15% v/v glycerol in PBS (pH 7.4). The OLA solutions were made up as follows:

- **IA**: Base stock + 50 µM HPTS
- **OA**: Base stock + 50 mg/mL P-188
- **LO**: 4 mg/mL DOPC in 1-Octanol

The solutions for the perfusion steps are listed in Tables C.2 and C.3.

Table C.2. Solutions used in the different perfusion steps in Experiment 1

<table>
<thead>
<tr>
<th>Perfusion 1</th>
<th>Perfusion 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA pore chamber</td>
<td>Buffer chamber</td>
</tr>
<tr>
<td>Base stock (pH 7.4)</td>
<td>Base stock (pH 7.4)</td>
</tr>
<tr>
<td>50 nM DNA pores</td>
<td>20 mM MgCl₂</td>
</tr>
<tr>
<td>20 mM MgCl₂</td>
<td>20 µM HPTS</td>
</tr>
<tr>
<td>20 mM MgCl₂</td>
<td>20 mM MgCl₂</td>
</tr>
</tbody>
</table>

Table C.3. Solutions used in the different perfusion steps in Experiment 2 and 3

<table>
<thead>
<tr>
<th>Perfusion 1</th>
<th>Perfusion 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA pore chamber</td>
<td>Buffer chamber</td>
</tr>
<tr>
<td>Base stock (pH 7.4)</td>
<td>Base stock (pH 7.4)</td>
</tr>
<tr>
<td>50 nM DNA pores</td>
<td>20 mM MgCl₂</td>
</tr>
<tr>
<td>20 mM MgCl₂</td>
<td>5 µM HPTS</td>
</tr>
<tr>
<td>20 mM MgCl₂</td>
<td>20 mM MgCl₂</td>
</tr>
</tbody>
</table>

C.5 Detailed Protocol of Chip Operation

The perfusion assay is operated using two pressure-driven pumps (MFCS, Fluigent SA, France), as well as one flow-driven syringe pump (neMESYS, Cetoni GmbH, Germany) equipped with a 250 µL glass syringe (ILS, Germany). One of the Fluigent pumps is needed to drive the flows at the OLA junction and enable vesicle production. The second Fluigent pump is needed to flush in a substance of interest via the perfusion inlets. The syringe pump is required for applying suction via the outlet A, thereby forcing the GUVs from the second-level connector chip into the perfusion chambers where the vesicle traps are located. Furthermore, one Fluigent switch (2-switch, Fluigent SA, France) connected to outlet B is necessary to control the open and close the outlet on demand.
The microfluidic device is initially filled with air and needs to be filled in a controlled manner in order to avoid the presence of air bubbles in the microfluidic chip that disturb the flow pattern. The following procedure enables successful chip operation:

1. The Fluigent containing the OLA solutions is connected to the OLA inlets. However, no pressure is applied yet. The perfusion inlets are left unconnected for now. The neMESYS syringe pump is filled with 100 µL of base stock solution and connected to outlet A. The 2-Switch is set the “open” state and connected to Outlet B.

2. The syringe pump is used to fill the microfluidic device with the base stock liquid via outlet A. For this, a positive flow rate (flow into the chip) of approximately 50 µL/h is applied. The chip fills with liquid via outlet A, pushing the air that is initially present in the perfusion chambers into the connector chip. Furthermore, the liquid will move towards the perfusion inlets and fill the biopsy punches that serve as fluid access ports. This process takes approximately 30 minutes.

3. When the trapping chambers and the perfusion access ports are filled with liquid, the positive flow from the syringe pump is reduced to 3-5 µL/h. The Fluigent pump containing the perfusion solutes is connected, however, no pressure is applied via these inlets yet. Since the fluid access ports are filled with liquid before the Fluigent is connected, no air bubbles are introduced to the system via the perfusion inlets once pressure is applied here. Furthermore, the connected Fluigent effectively blocks further fluid flow in the direction and the entire fluid flow stemming from the syringe pump is directed upwards into the connector chip.

4. The OLA pressures are applied using the Fluigent that is connected to the corresponding inlets. The fluid flows likewise push the air that is present in the OLA channels into the connector chip. Since both the fluid flows from the OLA junction, as well as the flow from the perfusion chambers are directed into the chip, all fluids and the remaining air bubbles in the connector chip are driven towards outlet B where they leave the microfluidic device.

5. The pressures at the OLA junction fine-tuned such that vesicle formation starts. Pressures vary from device to device, but typically the IA and LO flows are set to 10-15 mbar, while the OA flow is in the range of 100 mbar.

6. Once GUV formation at the OLA junction is established and all air bubbles are pushed out of the chip, the syringe pump is switched from pushing mode to suction. A negative flow rate of 10 µL/h is applied. The negative flow rate (suction of liquid out of the device via outlet A) drives the GUVs that are present in the connector chip down into
the perfusion chambers where the vesicle traps are located. The GUVs have typically lost their octanol pocket by this point, as described in Section 5.3.4.

7. Steady vesicle production and suction via Outlet A is maintained until the vesicle traps are sufficiently filled. We typically aimed to fill the chambers to at least 80% occupancy. Depending on the vesicle production and filling rate, this process can take up to 4-5 hours.

8. Once a sufficient number of vesicles are trapped, the GUV production is halted by reducing the OLA flows to 0 mbar. The 2-switch is set to the “blocked” state, which stops any fluid flow out of Outlet B. The syringe pump is disconnected from outlet A which is now the only open outlet.

9. The first perfusion step containing the DNA pores is started by applying pressure via the perfusion inlets. In the first experiment we applied perfusion pressures of 10 mbar per chamber. In the subsequent experiments we reduced this to 8 mbar and 4 mbar respectively, in order to avoid flushing vesicles out of the traps by applying too high a flow rate.

10. The solutes of the first perfusion are flushed for 1 h. After that the pressures are reduced to 0 mbar. The fluid vials containing the DNA pore solution are unscrewed from the Fluiwell system and replaced with the low pH solution which is to be flushed in the second perfusion step. After switching the vials, the perfusion is restarted by applying the same perfusion pressures as before.

11. The different recording positions are programmed into the piezo stage and recording is started. Every position is scanned either every 30 s or every minute (EM gain 100, 10 ms exposure, bin 1, 10% LED power).
C.6 Calculation of Proton Flux through DNA Pore

In this section, we provide a simple back of the envelope calculation of the proton flux through a DNA nanopore. Note that in the following calculations, we do not consider any effects of the PBS buffer used in the experiment. Furthermore, we assume that diffusion is solely driven by a concentration gradient and neglect the effect of any electric potential that arises from the separation of ions. Nevertheless, the following calculation gives us an idea of the number of ions and the time scales of the proton transport through the nanopore in our experiment.

According to Fick’s law of diffusion, the flux between two reservoirs is determined by the diffusion coefficient $D_H$ of the particle (in this case protons), as well as the concentration gradient $\Delta c$ and the distance the ion has to travel $L$.

$$J_{\text{Proton}} \approx D_H \frac{\Delta c}{L} \quad (C.1)$$

If we remember the definition of pH:

$$pH = -\log_{10} c(H^+) \quad (C.2)$$

we obtain the proton concentration (in mol/l) from

$$c(H^+) = 10^{-pH} \quad (C.3)$$

A pH gradient from pH 5.9 to pH 7.4, hence results in

$$\Delta c = 10^{-5.9} - 10^{-7.4} = 1.2 \times 10^{-6} \text{ mol/l} \quad (C.4)$$

Using Avogadro’s number $N_A$, we see that this corresponds to:

$$1.2 \times 10^{-6} \text{ mol/l} = 1.2 \times 10^{-6} \frac{N_A}{l} = 7.2 \times 10^{-7} \frac{\text{protons}}{\text{nm}^3} \quad (C.5)$$

With a bilayer thickness of $L = 5 \text{ nm}$ and a diffusion coefficient $D_H = 2.4 \times 10^{-3} \text{ cm}^2/\text{s}$ we receive from Equation C.1

$$J_{\text{Proton}} \approx 3.5 \times 10^4 \text{ \frac{protons}{nm}^2} \quad (C.6)$$
With an area of the nanopores $A_{\text{Pore}} = 0.5 \text{ nm}^2$ the number of protons passing through the pore is thus:

$$\frac{dN_{\text{Proton}}}{dt} = J_{\text{Proton}} A_{\text{Pore}} \approx 2 \times 10^4 \frac{\text{protons}}{s}$$ \hspace{1cm} (C.7)

Under the assumption that proton transport occurs exclusively through one pore, we can calculate the time necessary to equilibrate the pH in a $\varnothing$ 25 µm vesicle.

From Equation C.5 we know

$$1.2 \times 10^{-6} \text{ mol/l} = 722 \frac{\text{protons}}{\mu m^3}$$ \hspace{1cm} (C.8)

Multiplied with the volume of the GUV, this gives us the necessary number of protons

$$722 \frac{\text{protons}}{\mu m^3} \times \frac{4}{3} \pi (12.5 \mu m)^3 \approx 6 \times 10^6 \text{protons}$$ \hspace{1cm} (C.9)

Using the number of protons passing through the pore per second we obtained in Equation C.7, we receive

$$\frac{6 \times 10^6 \text{protons}}{2 \times 10^4 \text{protons/s}} = 300s = 5\text{min}$$ \hspace{1cm} (C.10)

C.7 Designs of Microfluidic Chip

The designs of the microfluidic perfusion platform are given below.
Fig. C.2. Chip design of the microfluidic perfusion platform used for Experiment 1. Connector chip not shown.
Fig. C.3. Chip design of the microfluidic perfusion platform used for Experiments 2 and 3. Connector chip not shown.
Appendix D

Deep UV Absorbance Assay
**Fig. D.1.** Design of the microfluidic chip used for the experiments with the UV absorbance assay. Image from [153]