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Abstract

Tightly-bound excitons play an important role in the function of molecular materials for light emission and light harvesting. This thesis investigates the effects of solid-state interactions on triplet excitons in a new family of organometallic light emitters, carbene-metal-amides (CMAs). Triplet excitons are normally silent in luminescence due to the spin-forbidden decay process, whereas effectively harvesting triplet excitons helps to boost the performance of light-emitting devices. As the triplet excitons are sensitive to both molecular properties and external environment, in this thesis we deploy optical spectroscopy techniques to understand the effect of solid-state interactions on triplet excitons.

After introducing the relevant theoretical and experimental background of triplet formation in a single molecule and interactions between molecules, we firstly describe the intermolecular electrostatic interactions and the role of triplet diffusion and find that the combined effects of both blueshift the charge-transfer energy while other photophysical properties remain relatively constant in gold-bridged CMA1.

We then describe the crystallisation of CMA1 thin films, which allows us to experimentally investigate the link between molecular conformations and photophysical properties. A combination of restricted torsional distortion and molecular electronic polarisation greatly blueshifts the charge-transfer emission by around 400 meV in the crystalline versus the amorphous phase. We also discover that the intersystem crossing rate and emission kinetics are unaffected by the extent of torsional distortion.

Finally, we apply electrostatic interactions to the other two coinage metal-bridged CMAs to explore the effect of heavy metal atoms on the intersystem crossing and luminescence mechanism. We show that the photophysical properties do not reflect expected trends based upon the heavy atom effect as both direct coupling between charge-transfers states and spin-vibronic coupling via an intermediate state are present.
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Chapter 1

Introduction

Organic semiconductors are a class of organic compounds exhibiting semiconducting properties, which means the absorption and emission of light, and electrical conductivity when doped or excited. Benefiting from the tuneability of the chemical structures, organic semiconductors now have a broad range of applications, from energy-conversion optoelectronic devices, such as organic light-emitting diodes (OLEDs)[1] and organic photovoltaics (OPVs)[2], to electrical switching devices such as organic field-effect transistors (OFETs)[3]. There are several advantages of organic semiconductors compared with traditional inorganic semiconductors, such as silicon, germanium, and gallium nitride (GaN), with potential for broader applications: (1) the versatility of molecular design to achieve various material properties[4, 5]; (2) the potential for lightweight, flexible and mechanically-robust devices[6, 7]; (3) good scalability, compatible with different device fabrication techniques, such as solution processing and thermal evaporation[8–11]. This thesis primarily explores the properties of light-emitting organic molecules used for OLEDs.

Organic electroluminescence was first revealed in 1953 by Bernanose et al. using a cellulose film doped with acridine organic[12] and was further developed during the 1960s using anthracene single crystals connected to high-field carrier injection electrodes[13–15]. In 1987, a ground-breaking advance was made by Tang and Van Slyke, who first demonstrated efficient thin-film organic electroluminescence in a "sandwich structure" light-emitting device[16]. Afterwards, in 1990, the first polymer light emitting diode (PLED) was proposed by Friend and coworkers[17]. Conjugated polymers are compatible with direct solution processing to form thin-films in PLEDs, which broadens the pathways for the processing, design and operation of organic light-emitting diodes (OLEDs).[1, 18] The device structures for OLEDs are relatively simple, as shown in Fig. 1.1[19], where electrons and holes are injected from the cathode and anode respectively and recombine in the emissive layer with photons released. The spin-statistics in quantum mechanics limits the formation of singlet
excitons from the injected charges to 25%, while the rest 75% form triplet excitons, which do not contribute to luminescence directly due to their emission being spin-forbidden. Therefore, the quantum efficiency of first-generation OLED devices employing fluorescent emitters is limited to 25%.\cite{20, 21} In order to break this efficiency limitation, the second generation of OLEDs used organometallic complexes containing heavy metals such as iridium to facilitate efficient radiative decay of triplets, known as phosphorescence, via spin-orbit coupling.\cite{22} As a result, the quantum efficiency of phosphorescent emitters can approach unity. However, there are some remaining problems for commercial applications: (1) the high cost of metal-ligand complexes; (2) toxicity of heavy metals; (3) low device stability in the deep-blue spectral region.\cite{23, 24} In 2011, a new class of pure organic emitters was developed, featuring a small singlet-triplet energy gap so that the reverse intersystem crossing is efficient and the triplets decay radiatively through the singlet pathway, known as thermally-activated delayed fluorescence (TADF).\cite{25} TADF is also termed as E-type delayed fluorescence as it was firstly discovered in a fully organic compound eosin in 1961\cite{26}, and was further investigated using aromatic thiones in 1986\cite{27}. TADF-type emitters were reported to show close to 100% quantum efficiency.\cite{28–31} Recently, a new type of organometallic emitters named carbene-metal-amides (CMAs) has shown high quantum efficiency, with the presence of both heavy metals and small singlet-triplet splitting, lying in the middle of the phosphorescent- and TADF-type emitters.\cite{32} However, the mechanism of triplet-to-singlet upconversion in these emitters has not been fully understood, which is the main focus of this thesis.

This thesis investigates the influence of solid-state intermolecular interactions on the photophysics, especially triplet excitons of carbene-metal-amides (CMAs). The thesis is presented in seven chapters. Chapter 2 presents the theoretical considerations which are fundamental to interpreting the results in this thesis. The electronic structures in atoms and molecules are first introduced, followed by discussing the interaction between light and matter, excitons, radiative and non-radiative transitions in organic semiconductors. Finally, the chapter extends the discussion from a single molecule to an ensemble of molecules in condensed phases, and the energy transfer, and charge transfer process between molecules.

Chapter 3 describes the experimental methods employed in this thesis to obtain results including (1) preparing solution-processed thin films; (2) spectroscopy techniques: steady-state absorption and photoluminescence spectroscopy, transient absorption spectroscopy, room-temperature and cryogenic time-resolved photoluminescence spectroscopy, Raman spectroscopy, and photoluminescence quantum efficiency measurements; (3) structural characterisation using X-ray diffraction; (4) computational methods using density functional theory (DFT) calculations.
Fig. 1.1 (A) Conventional and (B) inverted OLED device structures.[19] Green and orange spheres represent electrons and holes respectively. They are injected into the device from electrodes and recombine at emissive layer.

Chapter 4 focuses on the control of triplet emission of gold-centred CMA1 by exploring intermolecular interactions with a variety of host materials to both restrict the thermally-activated triplet diffusion and shift the density of states. The luminescence peak of CMA1 can be significantly blueshifted by 210 meV without chemical modifications, which is attributed to the electrostatic interactions between the emitters and the host molecules. Despite the large increase in emission energy, the fast emission properties and low activation energy for delayed emission are unaffected. This approach can also be applied to probe the triplet harvesting mechanisms described by quantum-chemical models. Besides CMA1, this method has also been extended to other gold-bridged CMA complexes to tune the emission energy over a 150-200 meV range.
Chapter 5 investigates the link between molecular conformations and photophysical properties by crystallising the CMA1 thin films, which provides well-defined coplanar geometries. The charge-transfer emission of crystalline phase blueshifts by around 400 meV versus the amorphous phase, which is due to the combination of restricted torsional distortion and molecular electronic polarisation. This blueshift brings the lowest charge-transfer states very close to the localised carbazole triplet state, whose structured emission is uncovered at low temperature. Surprisingly, the rate of intersystem crossing and emission kinetics are not affected by the extent of torsional distortion. It has been discovered that partially twisted triplet equilibrium conformations primarily control the photophysics of CMAs.

Chapter 6 presents the heavy atom effect on the coinage-metal bridged CMAs to reveal its influence on the intersystem crossing and luminescence mechanism. The photophysical properties do not reflect expected trends based upon the heavy atom effect as both direct \((1^{\text{CT}}-3^{\text{CT}})\) coupling and spin-vibronic coupling via a local triplet state \(3^{\text{LE}}(\text{Cz})\) are present. CMA(Ag) possesses the weakest direct coupling and thus the slowest intersystem crossing rate, making the spin-vibronic coupling more important and the photophysical properties more sensitive to the CT–LE energy gap than the CMA(Au) and CMA(Cu). In order to achieve high radiative decay rates and high luminescence quantum efficiency, CMA complexes require the removal of parasitic local triplet states close to the CT energy and the minimisation of exchange energy.

All together, the experimental and theoretical findings described in this thesis shed light on the effects of various solid-state interactions on the photophysics of triplet excitons in organic light emitters. The results highlight the tunable emission energy via electrostatic interactions, the link between molecular conformations and the energy landscape, and the underlying singlet-triplet coupling mechanisms. These properties expand the range of possible uses of solid-state interactions in optoelectronic devices, assisting the design of efficient emitters and spin-dependent dynamics in organic semiconductors.
Chapter 2
Theoretical Considerations

2.1 Introduction

This chapter presents the theoretical considerations which are fundamental to interpreting the results in this thesis. It contains three main sections. The first section will introduce the electronic structure in atoms, and the hybridisation between atomic orbitals and extend this concept to molecular orbitals, followed by building up different energetic states in molecules. Secondly, the interaction between light and matter will be discussed, particularly in the context of neutral excitations and excitons in organic semiconductors, transitions between molecular states, and exciton interactions. Finally, the chapter will end by considering the environmental effects on excited states, from a single molecule to an ensemble of molecules in condensed phases, and the energy transfer and charge transfer process in organic semiconductors.

2.2 Electronic structure

For a particle of mass $m$ moving in an external potential with potential energy $E_{pot}(\vec{r})$ at an arbitrary point, the Hamiltonian $\hat{H}$ comprises two parts: a kinetic energy term $\hat{E}_{kin}$, and a potential energy term $\hat{E}_{pot}$. The solution of three-dimensional time-independent Schrödinger equation leads to energy eigenvalues $E(n)$ and eigenstates $|n\rangle$,

$$\hat{H}|n\rangle = (\hat{E}_{kin} + \hat{E}_{pot})|n\rangle = \left( -\frac{\hbar^2}{2m} \nabla^2 + E_{pot}(\vec{r}) \right)|n\rangle = E(n)|n\rangle \quad (2.1)$$
where \( \vec{r} \) is the position vector, \( \hbar = h/2\pi \) (\( h \) is the Planck constant), and \( n = 0, 1, 2, \ldots, |n| \) are a complete set of orthogonal basis for the system. Any eigenfunction of the system \( |\psi\rangle \) can be expressed as a linear combination of the basis set \( |\psi\rangle = \sum_n a_n |n\rangle \) with \( \sum_n |a_n|^2 = 1 \).[33]

### 2.2.1 Atomic orbitals

The Hamiltonian of electrons in a static atomic system comprises the electron momentum, electron-nucleus potential energy, and the electron-electron potential energy. In the situation of single electron, i.e. a hydrogen atom, the complete wavefunctions will be separable into radial and angular components, and have the form[34]

\[
\psi_{nlm_l} (r, \theta, \phi) = R_{nl}(r) Y_{lm_l}(\theta, \phi) \tag{2.2}
\]

where \( n, l, m_l \) are quantum numbers (the spin quantum number \( m_s \) will not be discussed here): \( n \) is the principle quantum number which determines the energy of an electron through the Eq. 2.3 and controls the range of values of \( l = 0, 1, \ldots, n - 1 \); \( l \) is the orbital angular momentum quantum number which determines the orbital angular momentum of an electron through the Eq. 2.4, and the number of orbitals as \( 2l+1 \) at given \( n \) and \( l \); \( m_l \) is the magnetic quantum number which determines the component of orbital angular momentum of an electron through \( m_l \hbar \), and an individual single electron wavefunction at given \( n \) and \( l \).

\[
E_n = -\left( \frac{Z^2 \mu e^4}{32\pi^2 \epsilon_0^2 \hbar^2} \right) \frac{1}{n^2} \quad n = 1, 2, \ldots \quad (2.3)
\]

where \( Z \) is the atomic number, \( \mu \) is the reduced mass, \( e \) is the elementary charge, \( \epsilon_0 \) is the vacuum permittivity.

Magnitude of the angular momentum = \( l(l+1)^{1/2} \hbar \) \( \tag{2.4} \)

Atomic orbitals with \( l = 0 \) are called \( s \)-orbitals, those with \( l = 1 \) are called \( p \)-orbitals, those with \( l = 2 \) are called \( d \)-orbitals, those with \( l = 3 \) are called \( f \)-orbitals. \( s \)-orbitals are spherically symmetrical. The three \( p \)-orbitals with given \( n \) correspond to three distinct \( m_l \) values, 0 and ±1. The orbital with \( m_l = 0 \) has zero angular momentum around \( z \)-axis and is called \( p_z \)-orbital. The other two orbitals \( p_+ \) and \( p_- \) have the same double-lobed shape aligned along \( x \)- and \( y \)- axes, and thus noted as \( p_x \) and \( p_y \). \( d \) and \( f \) orbitals adopt more complicated geometries. Since the probability density function of an electron in a volume element is described by \( |\psi_{nlm_l} (r, \theta, \phi)|^2 d\tau \), the solutions have probability function
geometries depending on $n, l, m_l$ quantum numbers. This quantisation is fundamental to the atomic systems, and can be extended to multi-electron atoms.

2.2.2 Hybridisation

Due to the presence of multiple atoms in a molecule, the interactions between atomic orbitals determine the molecular electronic structure. If the $2s$ and $2p$ atomic orbitals of different atoms are energetically close and of the same symmetry, they can interact and combine to form new molecular orbitals, which is known as s-p mixing, in order to minimise the total energy. The spatial distribution of the molecular orbitals can be mathematically described by a hybrid function from a linear combination of the constituent atomic orbitals, which is known as hybridisation.[33]

A carbon atom is used as an example here as it is a fundamental element in organic semiconductors. The electron configuration in the electronic ground state of the C atom is $(1s)^2(2s)^2(2p_x)^1(2p_y)^1(2p_z)^0$. There are six electrons for an unexcited carbon atom. Two of these electrons occupy $1s$ orbital while the other four are outer shell electrons and involved in chemical bond formation. Two paired electrons fill in $2s$ orbital and one unpaired electron occupies in each of the $2p$ orbitals $2p_x$ and $2p_y$, with the third arbitrary $2p_z$ orbital remaining unoccupied.

There are three types of hybridisation by combining functions of one $2s$ orbital and three $2p$ orbitals illustrated in Fig. 2.1: (1) The $sp$ hybridisation mixes one $2s$ orbital with only one $2p$ orbital and creates two $sp$ hybrid functions at an angle of $180^\circ$ with a linear conformation. (2) The $sp^2$ hybridisation hybridises one $2s$ and two $2p$ orbitals ($2p_x$ and $2p_y$) and creates three $sp^2$ hybrid functions in the $xy$-plane with an angle of $120^\circ$ between them, with a hexagonal conformation. The remaining $2p_z$ orbital is perpendicular to the plane. This hybridisation results in conducting properties and is typical for graphite, graphene, conjugated polymers and molecules. (3) The $sp^3$ hybridisation hybridises one $2s$ and three $2p$ orbitals (one $2s$ electron is promoted to the third $2p$ orbital), and creates four equivalent $sp^3$ hybrid functions with an angle of $109.5^\circ$ between them with a tetrahedral conformation. All the valence electrons are involved in covalent bonds and cannot participate in electronic transport, which is the reason why materials formed by $sp^3$ hybridised carbon atoms such as diamond are usually colourless insulators.
2.2.3 Molecular orbitals

When atoms constitute molecules, atomic orbitals are mixed in order to share electrons and the atomic electronic structure may be altered to a lower energy configuration. The mixing of these atomic orbitals forms molecular orbitals (MOs), which are eigenstates of the multiple-atom system, and can usually be described by a linear combination of the atomic orbitals as a good approximation. Overlap of two atomic orbitals $\psi_a$ and $\psi_b$ creates two types of molecular orbitals. If two orbitals add in phase, two electron wavefunctions interfere constructively, and thus the electron density between nuclei increases. This type of molecular orbital is termed as a “bonding orbital” with lower energy. In contrast, if two orbitals add out of phase, destructive interference happens between two electron wavefunctions and a node where electron density is zero appears between the nuclei. This type of molecular orbital is termed as an “anti-bonding orbital” with higher energy.

We take C atoms as an example. Constructive overlap of $sp^2$ hybridised carbon orbitals forms $\sigma$-type bonds which are localised between the atomic nuclei and constructs molecular backbones, but they do not contribute to electron transportations. Electronic properties of organics are mainly determined by the unhybridised $2p_z$ orbitals of the carbon atoms which constructively overlap with the other carbon $2p_z$ orbitals and form $\pi$-type bonds. Electrons in these $\pi$ bonds are located above and below the molecular axis and thus can delocalise along the backbone. This property of some organic molecules is termed as $\pi$ conjugation. $\pi$ conjugation normally rigidifies the backbone and impedes molecular rotations around the $\sigma$ bond. The large overlap between $\sigma$-orbitals results in a high energy difference between $\sigma$ (bonding $\sigma$ orbital) and $\sigma^*$ (anti-bonding $\sigma$ orbital). Due to the smaller overlap of $\pi$ orbitals, the energy splitting between $\pi$ (bonding $\pi$ orbital) and $\pi^*$ (anti-bonding $\pi$ orbital) is much smaller. This is the reason why for many organic semiconductors the
lowest electronic excitation occurs between the bonding \( \pi \) orbital, also known as the highest occupied molecular orbital (HOMO) and the anti-bonding \( \pi \) orbital, also known as the lowest unoccupied molecular orbital (LUMO). HOMO and LUMO are also called the frontier orbitals. They play a critical role in the optical and electrical processes of the molecule. Fig. 2.2 shows an example of bond formation in the ethene molecule.[35]

![Energy level diagram](image)

Fig. 2.2 Simple energy level diagram illustrating the formation of \( \sigma \) and \( \pi \) bonds from atomic orbitals for ethene. Only orbitals involved in the carbon-carbon interaction are shown. The two \( 2sp^2 \) hybrid orbitals forming \( \sigma \)-bonds with hydrogen atoms are omitted. Figure adapted from reference [35].

### 2.2.4 From orbitals to states

In order to obtain the ground state and excited states of the molecule from the molecular orbitals, one possible way that considers electron-correlation effects is to compose the excited state as a linear combination of different configurations. This is known as configuration interaction (CI). Configuration indicates the electron distribution over the molecular orbitals. Under this definition, the configuration of the ground state is that all electrons are pairwise in the lowest possible orbitals and thus the molecule has the lowest possible energy, denoted as \( S_0 \). Other configurations may include that one electron is in the HOMO and another electron is in the LUMO, or in the orbital above the LUMO (termed LUMO+1). Considering the interactions between electrons, an excited state can be nicely approximated by a superposition of different configurations, which is illustrated in Fig. 2.3. The excited states usually comprise superpositions of several configurations with different weights. For many organic molecules, the first excited state is predominantly contributed to the configuration with one electron in the HOMO, and one in the LUMO. The two single electrons may have a parallel spin or an antiparallel spin, which corresponds to different excited states of the molecule with
different energies and different overall wavefunctions. As detailed in the next section, the
spin-antiparallel case is called the spin-singlet excited state, and the spin-parallel case is
called the spin-triplet excited state, with lower energy.

Electrons in orbitals are bound to the nuclei, so orbital energies are below the vacuum
energy, which is defined as 0 eV. For example, the energy of the HOMO may be at -6 eV
and the energy of the LUMO may be at -3 eV. Another way to present energies is a state
picture: the ground state, i.e. the lowest possible state of a molecule is set to zero, and the
energies of excited states have positive values above zero. In the state diagram, spin-singlet
and spin-triplet can be clearly indicated. Fig. 2.4 compares an orbital picture and a state
picture for singlet states.

![Configuration Interaction Diagram]

Fig. 2.3 Illustration of configuration interaction. The configuration associated with the ground
state $S_0$ is shown, as well as configurations that may contribute to different degrees, to the first
excited state $S_1$ and to the second excited state $S_2$. While several contributing configurations
are shown here, it is common practice to only depict the dominating configuration for each
state. Figure adapted from reference [35].

## 2.3 Neutral excitations and excitons

After absorbing some extra energy in the ground state, a molecule can reach excited states,
which can be achieved either by photoexcitation or electrical excitation. When an electron is
excited into the LUMO, a positively charged vacancy called a hole is created in the HOMO.
As a result of the coulombic attraction, the electron and the hole are bound to create an
electrically neutral quasi-particle – an exciton. The radius of the exciton, defined as the
average distance between electron and hole. Three types of excitons are distinguished based
on the exciton radius: Frenkel excitons, Wannier-Mott excitons and charge transfer (CT) excitons. (1) Frenkel excitons are typical in organic semiconductors, which usually exhibit low dielectric constants ($\varepsilon \sim 3$)[36]. They have short radius (typically below 1 nm) and high Coulomb binding energy around 0.5 eV.[19, 36] (2) Wannier-Mott excitons are typically observed in inorganic semiconductors. Due to high dielectric constant of these materials, the radius is much larger, and the binding energy is lower (few tens of meV). (3) Charge transfer excitons are an intermediate case: electron and hole are located in two different molecules or two different moieties of one molecule while stay bound.[35]

### 2.3.1 Singlets, triplets and exchange energy

Fundamental rules of quantum mechanics determine that excitons exist as either singlets or triplets.[37–41] An exciton is composed of two half-spin particles, one electron and one hole. The Pauli exclusion principle states that for two identical fermions, such as electrons and holes, the total wavefunction: $\psi_{total} = \psi_{space}\psi_{spin}$ must be antisymmetric with respect to particle (electron) exchange. The spin wavefunctions of the four eigenstates with eigenvalues $S$ and $M_s$ to the two-particle system can be written as
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\[ \psi_{(\text{symm spin}, T_+)} = \alpha_1 \alpha_2 \quad \text{yielding} \quad S = 1, M_s = 1 \quad (2.5) \]
\[ \psi_{(\text{symm spin}, T_0)} = 1/\sqrt{2} (\alpha_1 \beta_2 + \beta_1 \alpha_2) \quad \text{yielding} \quad S = 1, M_s = 0 \quad (2.6) \]
\[ \psi_{(\text{symm spin}, T_-)} = \beta_1 \beta_1 \quad \text{yielding} \quad S = 1, M_s = -1 \quad (2.7) \]
\[ \psi_{(\text{antisymm spin}, S)} = 1/\sqrt{2} (\alpha_1 \beta_2 - \beta_1 \alpha_2) \quad \text{yielding} \quad S = 0, M_s = 0 \quad (2.8) \]

where \( \alpha \) and \( \beta \) are spin wavefunctions of one-electron state and index 1 and 2 refer to electron 1 and 2. The first three spin wavefunctions with \( S = 1 \) have three different eigenvalues \( M_s = 1, 0, -1 \) in \( z \) direction (the direction of a local magnetic field), and all have symmetric spin components. These three states are defined as triplet states. The fourth wavefunction with \( S = 0 \) has only one eigenvalue \( M_s = 0 \), and exhibits antisymmetric spin. This state is defined as singlet state[35], illustrated in Fig. 2.5.

For two electrons 1 and 2 in two different orbitals \( \phi_H \) (HOMO) and \( \phi_L \) (LUMO) at distance \( r_{12} \) staying in the singlet state, the spatial wavefunction is symmetric: \( \psi_{(\text{symm space})} = \phi_H(1)\phi_L(2) + \phi_H(2)\phi_L(1) \). The energy from coulombic repulsion between the two electrons can therefore be written as

\[
E_{\text{singlet}} = \iint \phi_H(1)\phi_H(1) \frac{e^2}{r_{12}} \phi_L(2)\phi_L(2) \, dr_1 \, dr_2 + \iint \phi_H(1)\phi_L(1) \frac{e^2}{r_{12}} \phi_H(2)\phi_L(2) \, dr_1 \, dr_2 \quad (2.9)
\]

The first term describes the repulsion energy between electron densities of electron 1 in orbital \( \phi_H \) and electron 2 in orbital \( \phi_L \). The second term describes the energy in the overlapped region of \( \phi_H \) and \( \phi_L \), which is also known as electron exchange integral (\( J \)).

For triplet state, the spatial wavefunction is antisymmetric: \( \psi_{(\text{antisymm space})} = \phi_H(1)\phi_L(2) - \phi_H(2)\phi_L(1) \). The energy can then be expressed as

\[
E_{\text{triplet}} = \iint \phi_H(1)\phi_H(1) \frac{e^2}{r_{12}} \phi_L(2)\phi_L(2) \, dr_1 \, dr_2 - \iint \phi_H(1)\phi_L(1) \frac{e^2}{r_{12}} \phi_H(2)\phi_L(2) \, dr_1 \, dr_2 \quad (2.10)
\]
2.3 Neutral excitations and excitons

It is clear that the lowest singlet energy $E_{S1}$ lies above the lowest triplet energy $E_{T1}$ and the energy splitting is termed as the exchange energy $\Delta E_{ST}$.

$$\Delta E_{ST} = E_{S1} - E_{T1} = 2J = 2\int \frac{e^2}{r_{12}}\phi_H(1)\phi_L(1)\phi_H(2)\phi_L(2) \, dr_1 \, dr_2$$ (2.11)

The exchange energy $\Delta E_{ST}$ is dependent on the spatial separation and wavefunction overlap between HOMO ($\phi_H$) and LUMO ($\phi_L$). Generally, the exchange energy is approximately 0.7-1.0 eV for many organic semiconductors due to significant overlap between HOMO and LUMO[42–44]. Some molecular modifications can be applied to localise HOMO and LUMO on different parts of the molecule so that the $\Delta E_{ST}$ can decrease to 0.2-0.5 eV.[25, 28, 45, 46]

![Fig. 2.5 Vector diagram of orientations of two electron spins for the singlet and triplet state. Z is the direction of a local magnetic field. The singlet has antisymmetric spin configuration and three spin configurations for triplet are symmetric.](image)

2.3.2 Photoexcitation and electrical-excitation

The ground state can be promoted to excited states by both photoexcitation and electrical-excitation. However, the spin statistics underlying these two excitations is fundamentally different. In the process of photoexcitation, a photon with appropriate energy is absorbed to promote an electron from an occupied molecular orbital, for instance, the HOMO (ground state $S_0$) to a unoccupied molecular orbital, for instance, the LUMO, and an exciton is created. Since a photon has an integer angular momentum of $\hbar$, the transition is between singlet
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states, $S_0 \rightarrow S_n$. After some time, the exciton recombines with a photon released, which is defined as the exciton lifetime. This process is defined as photoluminescence, including fluorescence if it is from the singlets and phosphorescence if it is from the triplets. However, in the process of electrical-excitation, where electrons and holes with half spin have random spin orientations in the material. An exciton is formed when two charges recombine and exists in either singlet or triplet state depending on the recombination process. According to spin statistics mentioned above, around 25% of electron-hole recombination will yield singlet excitons ($S = 0$) and the remaining 75% will end up with triplet excitons ($S = 1$ with $M_s = 1, 0, -1$). Due to intrinsically weak spin-orbit coupling in organic semiconductors and thus low radiative decay rates of triplets, triplet states are considered not to contribute to electroluminescence, and the electroluminescence quantum efficiency is drastically limited to 25%.

2.3.3 Radiative transitions between molecular states: absorption and emission

The interaction of light with semiconductors can be approximated as a perturbation induced by an oscillating electromagnetic field ($\vec{E}(t)$) on an ensemble of electric dipoles in molecules. The perturbation Hamiltonian $\hat{H}'$ can be written as:

$$\hat{H}' = -e \vec{r} \cdot \vec{E}(t) \tag{2.12}$$

where $e \vec{r}$ is the electronic dipole operator of the system. If the energy of an incident photon is in resonance with transitions in the system, then two processes may happen: (1) absorption of the incident photon energy leading to a neutral excitation. The absorption of photons increases the total energy of a molecule while the emission decreases it; (2) the stimulated emission of a photon with the same energy. If energetically non-resonant, the photon can be scattered by the electron density of the system.

First-order perturbation theory — Fermi’s golden rule

If the coupling between the initial and final states of transition is small compared to their adiabatic energy difference, the transition rate $k_{if}$ can be described by perturbation theory. First-order perturbation theory, well-known as Fermi’s golden rule states that the rate of the transition $k_{if}$ between an initial state $\psi_i$ and a final state $\psi_f$ is determined by the perturbing
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Hamiltonian $\hat{H}'$ that causes the transition:

$$k_{if} = \frac{2\pi}{\hbar} |\langle \psi_f | \hat{H}' | \psi_i \rangle|^2 \delta(E_f - E_i) \rho$$  \hspace{1cm} (2.13)

where $E_f$ and $E_i$ are energy of final and initial state, and $\rho$ is the density of states (DOS) of the final state. The $\delta$-function conserves the molecular energy.

**Franck-Condon principle**

The Born-Oppenheimer approximation assumes that during the process of electronic transitions, nuclear motion is slow compared to electrons due to their large mass difference, so an electronic transition occurs within a stationary nuclear framework. The nuclear locations start to reorganise once the electronic transition has completed. Under this assumption, the total wavefunction of a molecular state $\psi_{\text{total}}$ can be approximated by the product of the electronic wavefunction $\psi_{\text{el}}$, the spin wavefunction $\psi_{\text{spin}}$ and the vibrational wavefunction $\psi_{\text{vib}}$.

$$\psi_{\text{total}} = \psi_{\text{el}} \psi_{\text{spin}} \psi_{\text{vib}}$$ \hspace{1cm} (2.14)

**Radiative transitions**

For the situation of interactions between matter and light, a suitable operator is the electronic dipole operator $e \hat{r}$. By inserting the molecular wavefunction Eq. 2.14 into Eq. 2.13, since the spin wavefunction $\psi_{\text{spin}}(\alpha_i, \beta_i)$ ($\alpha_i$ and $\beta_i$ represent electrons’ individual spin wavefunctions) and the vibrational wavefunction $\psi_{\text{vib}}(R_i)$ ($R_i$ represents the positions of the nuclei) are insensitive to the dipole operator, the dipole operator acts only on the electronic wavefunction $\psi_{\text{el}}(r_i, R_i)$ ($r_i$ represents the positions of the electrons), which gives the expression:

$$k_{if} = \frac{2\pi}{\hbar} \rho |\langle \psi_{\text{el},f} | e\hat{r} | \psi_{\text{el},i} \rangle|^2 |\langle \psi_{\text{vib},f} | \psi_{\text{vib},i} \rangle|^2 |\langle \psi_{\text{spin},f} | \psi_{\text{spin},i} \rangle|^2$$ \hspace{1cm} (2.15)

The first integral is the electronic factor, which controls the overall intensity of the transition and scales with the overlap of the initial and final state wavefunctions, and the value of the transition dipole moment $e \hat{r}$. If this integral is non-zero, the transition is dipole-allowed, otherwise it is dipole-forbidden. The oscillator strength $f$ is used to indicate the strength of the transition, ranging from 0 to 1.

The component of vibrational wavefunctions decides the spectral shape of the absorption and emission. Typical vibrational energy quanta range from 100-300 meV, which means that absorption starts from the 0th vibrational level of the ground state at room temperature. The
The square of the integral \(|\langle \psi_{\text{vib},f} | \psi_{\text{vib},i} \rangle|^2\) is the Franck-Condon-factor \(F\). It gives the transition (here the absorption) probability from the 0th vibrational level of the ground state to the \(m\)th vibrational level of the excited state, and can be denoted as \(I_{0\rightarrow m}\).

\[
I_{0\rightarrow m} = \left| \langle \psi_{\text{vib},f} | \psi_{\text{vib},i} \rangle \right|^2 = \frac{S^m}{m!} e^{-S}
\]  

(2.16)

where \(S\) is the Huang-Rhys parameter, which gives the strength of coupling to the \(m\)th vibrational level. After being excited into the \(m\)th \((m>0)\) vibrational level of the \(S_1\) excited state, the molecule will lose the vibrational energy by internal conversion, i.e. by releasing phonons with energy \(\hbar \omega\) and return to the 0th vibrational level of the \(S_1\) excited state within around a picosecond.[47, 48] Since this process is much faster than exciton decay via luminescence, the emission takes place from the 0th vibrational level of the \(S_1\) to any of the vibrational levels of the ground state. This is Kasha’s rule, which will be discussed in the next section.[35] The potential energy curve for excited states is generally displaced by \(\Delta Q\) along the configuration coordinate with respect to the ground-state potential energy curve. The molecule is excited from the ground-state equilibrium position \(Q_{GS}\) and possesses extra potential energy with respect to the excited state equilibrium position \(Q_{ES}\). This extra energy is released via emission of vibrational quanta when the nuclei respond to the change in electronic charge distribution, which is termed as geometric reorganisation energy or relaxation energy, as illustrated in Fig 2.6.

The last term is the spin integral \(\langle \psi_{\text{spin},f} | \psi_{\text{spin},i} \rangle\), which has only two values: 0 if the spins of initial state are different from the spins of final state, and 1 if they are the same. Therefore, transitions between singlet states or triplet states, such as \(S_1 \rightarrow S_0\) or \(T_1 \rightarrow T_n\) are spin allowed whereas transitions from singlet to triplet or vice versa, such as \(T_1 \rightarrow S_0\) are spin-forbidden. However, it is possible to obtain a finite transition rate for this spin-forbidden process only if the singlet state wavefunction is mixed with triplet state wavefunction by some perturbation. Such a perturbation can be provided by the mechanism of spin-orbit coupling (SOC). That is, if the spin angular momentum \(s\) is coupled with orbital angular momentum \(l\) of an electron, since only the total angular momentum \(j = l + s\) has to be conserved during the optical transition, a change in spin angular momentum can be compensated by an opposite change in orbital angular momentum, which makes spin flip of an electron feasible, and thus the transition from triplet state \(T_1\) to singlet state such as ground state \(S_0\). The spin-orbit coupling Hamiltonian, \(\hat{H}_{SO}\) for a single electron can be written as

\[
\hat{H}_{SO} = \frac{Z q^2}{2m^2 c^2 \hbar^3} \hat{\mathbf{L}} \cdot \hat{\mathbf{S}}
\]  

(2.17)
Fig. 2.6 (A) Potential energy diagram showing the relaxation energies $E_{\text{rel,abs}}$ and $E_{\text{rel,em}}$ associated with the process of absorption and emission. (B) Geometric relaxation process shown in a molecular illustration. $S_0$ and $S_1$ denote the relaxed ground-state and excited-state conformation at minimum potential curve and $S_0'$ and $S_1'$ denote unrelaxed conformations. Figure adapted from reference [35, 49].

where $Z$ is the atomic charge, $q$ and $m$ are the charge and mass of an electron, $c$ is the speed of light in vacuum, $\hat{L}$ and $\hat{S}$ are the orbital and spin angular momentum operators.[50]

In order to distinguish the $S_1 \rightarrow S_0$ and $T_1 \rightarrow S_0$ transitions, the former is defined as fluorescence, and the latter is defined as phosphorescence. The admixture of pure triplet state and singlet state can be expressed mathematically as

$$|3\psi'_1\rangle = |3\psi_1^0\rangle + \sum_k \frac{\langle 1\psi_0^k | \hat{H}_{SO} | 3\psi_0^1 \rangle}{E(T_1) - E(S_k)} |1\psi_0^k\rangle$$  \hspace{1cm} (2.18)

where $|3\psi'_1\rangle$ is the perturbed triplet state, $|3\psi_1^0\rangle$ is the pure triplet state, $|1\psi_0^0\rangle$ is the pure $k$th singlet state, $\hat{H}_{SO}$ is the Hamiltonian of the perturbing spin-orbit coupling, $E(n)$ is the energy of the state. A similar expression can also be derived for the singlet ground state

$$|1\psi'_0\rangle = |1\psi_0^0\rangle + \sum_k \frac{\langle 3\psi_0^k | \hat{H}_{SO} | 1\psi_0^0 \rangle}{E(S_0) - E(T_k)} |3\psi_0^k\rangle$$  \hspace{1cm} (2.19)
By inserting the perturbed triplet excited state and singlet ground state into Fermi’s golden rule Eq. 2.13, the transition rate can be obtained

\[ k_{if} = \frac{2\pi}{\hbar} \rho |\langle \psi'_1 | e\hat{r} | \psi_0 \rangle|^2 = \frac{2\pi}{\hbar} \rho (A + B + C + D)^2 \]  

with

\[ A = \langle \psi'_1 | e\hat{r} | \psi_0 \rangle \] (2.21)

\[ B = \sum_k \frac{\langle \psi'_0 | \hat{H}_{SO} | \psi_0 \rangle}{E(T_1) - E(S_k)} \langle \psi'_1 | e\hat{r} | \psi_0 \rangle \] (2.22)

\[ C = \sum_k \frac{\langle \psi'_0 | \hat{H}_{SO} | \psi_0 \rangle}{E(S_0) - E(T_k)} \langle \psi'_1 | e\hat{r} | \psi_0 \rangle \] (2.23)

\[ D = \sum_k \frac{\langle \psi'_0 | \hat{H}_{SO} | \psi_0 \rangle}{E(S_0) - E(T_k)} \sum_j \frac{\langle \psi'_1 | \hat{H}_{SO} | \psi_0 \rangle}{E(T_1) - E(S_k)} \langle \psi'_1 | e\hat{r} | \psi'_0 \rangle \] (2.24)

Terms A and D contain a product of orthogonal spins and thus equal zero. The value of term C is small since the energy difference between S_0 and T_k is large compared to that between T_1 and S_k in term B. Therefore, the major contribution is from term B. The admixture depends on the (1) energy separation between T_1 and S_k, and (2) the magnitude of the spin-orbit coupling \( \hat{H}_{SO} \). For atoms, the perturbing Hamiltonian is proportional to the fourth power of the atomic charge, \( \hat{H}_{SO} \propto Z^4/(n^3(l+1)(l+0.5))l \), with n and l being the quantum numbers.[51] Therefore, strong phosphorescence is observed from transition metal complexes containing 4d and 5d metals, such as iridium and platinum, which are used in phosphorescent OLEDs.[22, 52–54] Phosphorescence can still happen at a much slower rate with the absence of heavy elements, in which case molecular vibrations provide the perturbation to mix orbitals with different angular momentum and thus make the spin-flip possible, where vibrational degrees of freedom has to be considered.[55]

**Second-order perturbation theory — Spin-vibronic coupling**

The spin-orbit coupling (SOC) discussed above is limited to a static nuclear configuration. If the SOC is dependent on the vibrational motions, it is necessary to consider spin-vibronic coupling mixed with spin-orbit coupling simultaneously. There are four mechanisms for mixing the singlet and triplet states: (1) Direct spin-orbit coupling, \( H_{SO} \) determined by the electronic character of the states and independent on the nuclear coordinates; (2) Vibrational spin-orbit, \( (\partial \hat{H}_{SO} / \partial Q_\alpha) Q_\alpha \), depending on the motion along a specific nuclear degree of freedom \( Q_\alpha \). This is the expression of first order. Higher orders can also be included; (3) Spin-vibronic, \( \hat{H}_{SO} \hat{T}_N \), spin-orbit coupling with vibronic coupling in the triplet manifold; (4) Spin-vibronic, \( \hat{T}_N \hat{H}_{SO} \), spin-orbit coupling with vibronic coupling in the singlet manifold.
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[56, 57] It should be noted that term (1) and (2) appear in first-order perturbation theory while terms (3) and (4) which mix spin-orbit and non-adiabatic coupling are present only at second-order perturbation theory. Combining all these terms, the full spin-orbit interaction up to second order can be expressed as[51]

\[
\hat{H}_{SO} = \langle \psi_{S1} | \hat{H}_{SO} | \psi_{T1} \rangle + \sum_{\alpha} \frac{\partial \langle \psi_{S1} | \hat{H}_{SO} | \psi_{T1} \rangle}{\partial Q_{\alpha}} Q_{\alpha} \\
+ \frac{1}{2} \sum_{\alpha} \sum_{\beta} \frac{\partial^2 \langle \psi_{S1} | \hat{H}_{SO} | \psi_{T1} \rangle}{\partial Q_{\alpha} \partial Q_{\beta}} Q_{\alpha} Q_{\beta} \\
+ \sum_{n} \frac{\langle \psi_{S1} | \hat{H}_{SO} | \psi_{Tn} \rangle \langle \psi_{Tn} | \hat{T}_N | \psi_{T1} \rangle}{E_{T2} - E_{S1}} \\
+ \sum_{m} \frac{\langle \psi_{S1} | \hat{T}_N | \psi_{Sm} \rangle \langle \psi_{Sm} | \hat{H}_{SO} | \psi_{T1} \rangle}{E_{S2} - E_{T1}}.
\]

(2.25)

where \(\psi\) is the molecular wavefunction for a particular state, \(\psi_{Tn}\) is an intermediate triplet state and \(\psi_{Sm}\) is an intermediate singlet state, \(\hat{T}_N\) is the vibronic mixing operator and \(\hat{H}_{SO}\) is the spin-orbit operator. Similar to the Fermi’s golden rule, Eq. 2.13 where only first order of the perturbation theory is considered, if an intermediate state is involved in coupling, the transition rate \(k_{if}\) incorporating second-order expansion can be written as[51, 58, 59]

\[
k_{if} = \frac{2\pi}{\hbar} \left| \frac{\langle \psi_f | \hat{H}_{SO} | \psi_n \rangle \langle \psi_n | \hat{T}_N | \psi_i \rangle}{E_i - E_n} \right|^2 \delta(E_f - E_i)
\]

(2.26)

where the initial \(\psi_i\) and final \(\psi_f\) states are coupled via an intermediate \(\psi_n\) state.

2.3.4 Non-radiative transitions between molecular states: internal conversion and intersystem crossing

There are two types of non-radiative transition: internal conversion (IC) and intersystem crossing (ISC). Internal conversion occurs between lower and higher states at the same spin manifold, such as \(S_2 \rightarrow S_1, T_2 \rightarrow T_1\), with a rate of \(k_{IC}\). Intersystem crossing occurs between different spin manifolds, i.e. spin change is involved, such as \(S_1 \rightarrow T_1\), with a rate of \(k_{ISC}\). Reverse intersystem crossing (rISC), \(T_1 \rightarrow S_1\) is also possible. If the energy splitting between two states is small, rISC can be activated by thermal energy. The luminescence via rISC \(T_1 \rightarrow S_1 \rightarrow S_0\) is known as thermally activated delayed fluorescence (TADF), also referred to as E-type delayed fluorescence, which has been widely investigated to achieve efficient OLEDs.[25, 60–62]
The theoretical considerations for non-radiative transitions $k_{if}$ between an initial state $\psi_i$ and a final state $\psi_f$ can also be determined by Fermi’s golden rule, Eq. 2.13. For non-radiative transitions, the perturbing Hamiltonian $\hat{H}'$ is the nuclear kinetic energy operator $\partial / \partial Q$, where $Q$ is a normal mode displacement. The rate of intersystem crossing (ISC) is of great importance for efficient triplet harvesting and high-performance light-emitting devices. Within the Condon approximation, the electronic and vibrational wavefunction can be separated and the rate can be expressed as

$$k_{ISC} = \frac{2\pi}{\hbar} \rho \sum_f |\langle \psi_{el,f} | \hat{H}_{SO} | \psi_{el,i} \rangle|^2 \sum_{jk} |\langle \psi_{vib,f,k} | \psi_{vib,i,j} \rangle|^2 \delta(E_{ij} - E_{fk})$$ (2.27)

or

$$k_{ISC} = \frac{2\pi}{\hbar} \rho J^2 F$$ (2.28)

where $\hat{H}_{SO}$ is the spin-orbit coupling operator, $\rho$ is the density of states of the final state, $J = \sum_f |\langle \psi_{el,f} | \hat{H}_{SO} | \psi_{el,i} \rangle|$ represents the electronic coupling between two states containing electronic and spin wavefunctions, and the Frank-Condon factor $F = \sum_{jk} |\langle \psi_{vib,f,k} | \psi_{vib,i,j} \rangle|^2$ represents the overlap of vibrational wavefunctions of initial and final state.

Eq. 2.27 and Eq. 2.28 highlight the three components which can be engineered to increase $k_{ISC}$: (1) The $J$ term; (2) The $F$ term; (3) The $\rho$ term, which will be discussed in the following subsections.

**El-Sayed Rules — electronic coupling**

The ISC rate dependence of electronic coupling $J$ is described by the *El-Sayed rules* [63], which state that for effective SOC, any change in spin must be compensated by a corresponding change in orbital in order to conserve total angular momentum. Therefore, a transition involving the same orbitals, such as $^1(\pi\pi^*) \rightarrow ^3(\pi\pi^*)$ would be slower than the transition between different orbitals, such as $^1(\pi\pi^*) \rightarrow ^3(n\pi^*)$. It should be noted that the El-Sayed rules assume pure electronic states of a single character at a static nuclear configuration. In the cases where mixing between states of different characters and vibronic interactions occur, the El-Sayed rules break down. The spin-orbit coupling matrix elements (SOCMEs) can be improved by employing heavy elements such as transition metals [64–66]. However, for pure organic TADF molecules where the heavy elements are absent, the spin-orbit coupling (SOC) is highly limited with the largest SOCMEs reported between 3-4 cm$^{-1}$ [67].
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Energy gap law — vibrational coupling

The Franck-Condon factor $F$ describes the overlap of the overall vibrational wavefunction $|\langle \psi_{vib,f} | \psi_{vib,i} \rangle|^2$ as discussed in previous section. In the high-temperature limit, where energies of all modes relevant in transfer are below $k_B T$, the transition rate $k_{ISC}$ can be written in a semi-classical (Marcus-like) form [51]

$$k_{ISC} \propto \frac{1}{\sqrt{4\pi \lambda k_B T}} \exp \left( -\frac{(\Delta E + \lambda)^2}{4\lambda k_B T} \right)$$

(2.29)

where $\lambda$ is the reorganisation energy, and $\Delta E$ is the adiabatic energy minimum difference between the initial and final states. Within the weak coupling limit, see Fig. 2.7 (A), where the configurational displacement $Q$ between the final and initial state minima is small, i.e. small structural change and small reorganisation energy, the transition rate depends exponentially on the adiabatic energy difference $\Delta E$. This is known as the energy gap law. Due to the small energy gaps of $S_2-S_1$ or $T_2-T_1$, the rate of internal conversion ($\sim 10^{12}$ s$^{-1}$) is usually faster than the radiative decay of $S_2-S_0$ or $T_2-T_0$ ($\sim 10^9$ s$^{-1}$). Consequently, emission always happens from the lowest excited state of a spin manifold, which is known as Kasha’s rule. Based on the energy gap law, one can derive the empirical formula for the temperature-dependent non-radiative transition rate:

$$k_{nr}(T) = k_{nr}^0 + k_{nr}' \exp \left( -\frac{E_a}{kT} \right)$$

(2.30)

where $k_{nr}^0$ and $k_{nr}'$ are terms independent of temperature and $E_a$ is an activation energy.[35] However, in the case of strong coupling, where large configurational displacement happens along a collective nuclear coordinate $Q$, and the potential energy surfaces intersect, the rate of ISC exhibits a Gaussian dependency on the value of $(\Delta E + \lambda)$. A similar semi-classical (Marcus-like) formula of transition rate can also be derived if spin-vibronic coupling is considered, see Eq. 2.26. In the weak coupling limit, $\lambda \approx 0$, the rate $k$ depends exponentially on the energy gap between the initial and final states and quadratically on the energy gap between the initial and intermediate states.[51] Therefore, the rate of ISC is generally improved by decreasing the energy gap between the two states. This is a common strategy of designing TADF emitters.[72–74]

The influence of density of states

The $\rho$ term, i.e. the density of states of the final state. This approach is to increase the number of final states (density of coupled states), i.e. increasing the overall transition rate by introducing more available pathways for (r)ISC.[75] This approach has been demonstrated
to be able to accelerate rISC rate and achieve short delayed fluorescence lifetime as low as around 100 ns.[76]

Fig. 2.7 The potential energy curves of S$_1$ and T$_1$ states for the case of (A) weak coupling and (B) strong coupling between two states. Figure adapted from references [51, 70].

2.3.5 Exciton interactions

Excitons are able to migrate and interact with each other, resulting in exciton-exciton annihilation. There are three types of exciton-exciton annihilations: (1) singlet-singlet annihilation, (2) singlet-triplet annihilation and (3) triplet-triplet annihilation (TTA). Annihilation of two singlets can be expressed as:

$$S_D^1 + S_A^1 \rightarrow S_D^0 + S_A^n \rightarrow S_D^0 + S_A^1 + \text{phonons} \quad (2.31)$$

Annihilation of one singlet and one triplet can be expressed as:

$$S_D^1 + T_A^1 \rightarrow S_D^0 + T_A^n \rightarrow S_D^0 + T_A^1 + \text{phonons} \quad (2.32)$$

where D and A represent donor and acceptor respectively. The situation is more complicated for triplet-triplet annihilation because the result is dependent on the spin values of the initial states. As discussed previously, interactions between two spin-half particles (fermions) leads to four spin angular momentum states with one singlet (S = 0) and three triplets (S = 1).
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Triplet-triplet annihilation can be regarded as an interaction between four spin-half particles, resulting in 16 pure spin states with three spin configurations in total: two singlets (overall spin $S_{TT} = 0$), nine triplets ($S_{TT} = 1$) and five quintet states ($S_{TT} = 2$).[77]

$$
T_1 + T_1 \rightarrow \begin{cases} 
S_n + S_0 \rightarrow S_1 + S_0 + \text{phonons} & S_{TT} = 0, \text{multiplicity} = 1 \\
T_n + S_0 \rightarrow T_1 + S_0 + \text{phonons} & S_{TT} = 1, \text{multiplicity} = 3 \\
Q_n + S_0 \rightarrow Q_1 + S_0 + \text{phonons} & S_{TT} = 2, \text{multiplicity} = 5
\end{cases} \quad (2.33)
$$

However, even if quintet states are theoretically accessible, due to their significantly high energy, they are typically ignored.[78] Thus, triplet-triplet annihilation is described as the first two reactions. In the first reaction, two singlets are generated, one is at ground state $S_0$, the other is at higher singlet state $S_n$, which dissipates the additional energy by emission of phonons and decays back to $S_1$. This annihilation-produced singlet can emit fluorescence as normal singlets. However, its luminescence lifetime is longer as the formation of this singlet is restricted by the rate of the bimolecular process. Thus, fluorescence from these annihilation-produced singlets is described as P-type delayed fluorescence, distinguished from E-type delayed fluorescence due to TADF. TTA is feasible because the lifetime of triplet excitons is quite long (microseconds) compared to the nanosecond lifetime of singlet excitons even at low excitation densities.[79] TTA is generally considered as an energy loss and detrimental process in phosphorescence and TADF because the high-energy excitons are formed, which is likely to break carbon-carbon bond and causes materials degradation, especially for blue OLEDs due to higher photon energy. However, in some aromatic molecules, triplet fusion is efficient and it is able to harvest otherwise wasted triplets contributing to the total emission.[80–82]

2.4 Environmental effects on excited states and charge transfer

2.4.1 From single molecule to the condensed phase

The absorption and luminescence spectra of molecules vary with aggregation from single molecules in the gas phase, to the condensed phase, such as solid films. This can be attributed to the interactions with the surrounding environment, and there are several different effects. The first effect is from polarisation. The chromophore carries an electric dipole moment $p_1$, which is able to interact with the permanent or induced-dipoles of the adjacent molecules. Consequently, the potential energy of the chromophore is stabilised by the interaction energy
of the dipole moments. In a simplified picture, one can consider two dipoles with dipole moments $p_1$ and $p_2$ at an arbitrary orientation separated by the distance $r$, which is large compared to the size of the dipoles i.e. point dipole approximation. The electrostatic interaction energy is expressed as:

$$V = \frac{1}{4\pi\varepsilon_0} \frac{p_1 p_2 - 3(p_1 \hat{r})(p_2 \hat{r})}{r^3}$$

(2.34)

where $\hat{r} = r/r$ denotes the unit vector of the two dipoles. It is clear to see that the interaction energy increases with the dipole moments of the chromophores and depends on the distance $r$.

Fig. 2.8 Schematic illustrating the effect of van der Waals interactions between a chromophore and adjacent molecules. (a) The dipole moment of the chromophore, shown in gray, induces dipoles in adjacent molecules, shown in white, by electrostatic interaction. The dashed lines indicate the electrostatic field due to the chromophore’s dipole. (b) The energy of the bare chromophore in its ground state, $E_{GS}$, and in its excited state, $E_{ES}$, is reduced by the electrostatic interaction energy $V$. Figure adapted from reference [35].

When considering an ensemble of chromophores in the condensed phase, due to the superposition of different polarisation-induced energy shift, statistical effects need to be considered. The polarisation-induced energy shift depends on the distance and mutual orientation of chromophores and surrounding molecules. These parameters are randomly distributed in a disordered solid, such as amorphous film, resulting in a random distribution of energy shifts, the density of states (DOS) of which can be described by Gaussian distribution
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centred around a mean value:

\[
g(\varepsilon) = \frac{1}{\sqrt{2\pi}\sigma}\exp\left(-\frac{(\varepsilon - \varepsilon_0)^2}{2\sigma^2}\right)
\]  

(2.35)

where \(\varepsilon_0\) is the mean energy, \(\sigma\) is the standard deviation. In contrast, for isolated chromophores in a dilute gas phase, density of states (DOS) is a \(\delta\)-function and all chromophores have the same energy \(\varepsilon_{gas}\). The mean energy \(\varepsilon_0\) of a disordered condensed phase decreases from \(\varepsilon_{gas}\) by a mean polarisation-induced energy shift \(D'\), as illustrated in Fig 2.9.

Fig. 2.9 Schematic illustrating the effect of polarization on the excited state energy levels \(\varepsilon\) of chromophores. In a dilute gas, the excited state energy is identical for all chromophores, resulting in a density of states (DOS) distribution that features a \(\delta\)-function. In a disordered condensed phase, the chromophores experience a polarisation shift \(D'\) that varies statistically and leads to a Gaussian distribution of excited state energies centred around a mean value \(\varepsilon_0\). Figure adapted from reference [35].

The polarisation effect discussed above is based on chromophores and stationary surrounding molecules. This applies to solid matrices, however, in the liquid state molecules are dynamic and able to reorient and move to maximise the dipole interaction and thus minimise the overall energy of the system "chromophore + surrounding molecules", which is known as the solvation process. When the chromophore is excited, the electronic polarisation of surrounding molecules happens on the same timescale, followed by geometric reorientation of these molecules and thus energetic relaxation. The same applies to the emission process. Emission occurs from the relaxed excited state and the surrounding molecules instantly change electronic distribution to stabilise the ground state dipole, followed by geometric
reorientation at longer timescale to reach the relaxed ground state energy. This timescale depends on the matrix rigidity. For organic solvents this is typically in the picosecond scale while for more viscous solvent it may become longer. The two excited state energies before and after solvent process and two ground state energies before and after solvent process form a four-level system, as illustrated in Fig 2.10. The process of solvation leads to an energy offset between the 0-0 transitions in absorption and emission, known as a Stokes’ shift.

![Energy diagram](image)

Fig. 2.10 Illustration of the energy shifts associated with solvation. Due to the effect of polarisation, ES and GS of molecule in glass are stabilised with respect to isolated molecule. The solvation process further stabilises the molecular energy in solution. For the absorption and emission, dotted lines denote the system "chromophore + surrounding molecules" energy before geometric reorientation, i.e. solvation, and solid lines denote energies after the solvation process, which form a four-level system. Figure adapted from reference [35].

A phenomenon arising from the solvation effect is solvatochromism, commonly seen in charge-transfer type molecules where the molecular dipole is large. Solvatochromism describes the significant change of absorption and emission energy and sometimes intensity corresponding to a change in medium polarity. Solvatochromism can be either positive or negative.[83] In the case of $\pi \rightarrow \pi^*$ transitions, the dipole moment of the molecule increases upon excitation, so a more polar or polarisable solvent will prefer to stabilise the excited state than the ground state. As a result, the energy gap between the ground and excited state is reduced and the absorption spectrum is red-shifted. This phenomenon is called positive
solvatochromism or a bathochromic shift. On the other hand, for molecules with $n \rightarrow \pi^*$ transitions, negative solvatochromism or a hypsochromic shift occurs in molecules whose dipole moment decreases in the excited state compared to the ground state, which stabilises the ground state energy in polar solvents, resulting in a blue-shifted absorption spectrum. The magnitude of this shift is determined by the change in molecule’s dipole moment during the excitation, and solvent polarity.

2.4.2 Energy transfer process

In organic semiconductors, there are two energy transfer mechanisms for Frenkel excitons: long-range Förster resonance energy transfer (FRET) via Coulomb coupling (dipole-dipole interaction), and short-range Dexter energy transfer (DET) via exchange coupling. The rate for the energy transfer $k_{ET}$ can be derived from Fermi’s golden rule Eq. 2.13, and the electronic interaction energy is $\beta = |\langle \psi_f|\hat{H}'|\psi_i\rangle|$. The donor (D) and acceptor (A) molecule are considered as a combined system and two electrons are denoted as 1 and 2. The electronic interaction energy $\beta$ can be expressed as:

$$2\beta = \langle \psi_D(1)|\psi_A^*(2)|\hat{H}'|\psi_D^*(1)|\psi_A(2)\rangle - \langle \psi_D(1)|\psi_A(2)|\hat{H}'|\psi_D^*(2)|\psi_A(1)\rangle - \langle \psi_D(2)|\psi_A^*(1)|\hat{H}'|\psi_D^*(1)|\psi_A(2)\rangle + \langle \psi_D(2)|\psi_A^*(1)|\hat{H}'|\psi_D(2)|\psi_A(1)\rangle$$  (2.36)

In the first and last term, electrons remain on the same molecules before and after the interaction, which together constitute a coulomb term. In the second and third terms, electrons exchange between molecules and retain their status (ground or excited) before and after the interaction, which together constitute an exchange term. Thus, the equation can be written:

$$\beta = \beta^C - \beta^E$$  (2.37)

$$\beta^C = \langle \psi_D(1)|\psi_A^*(2)|\hat{H}'|\psi_D^*(1)|\psi_A(2)\rangle = \langle \psi_{el,D}(1)|\psi_{el,A}^*(2)|\hat{H}'|\psi_{el,D}^*(1)|\psi_{el,A}(2)\rangle$$  (2.38)

$$\beta^E = \langle \psi_D(1)|\psi_A^*(2)|\hat{H}'|\psi_D(2)|\psi_A(1)\rangle = \langle \psi_{el,D}(1)|\psi_{el,A}^*(2)|\hat{H}'|\psi_{el,D}^*(2)|\psi_{el,A}(1)\rangle$$  (2.39)

Förster resonance energy transfer (FRET) involves non-radiative energy transfer from the excited state donor to an acceptor through Coulomb interaction.[84, 85] If the donor and
acceptor size is small compared to their distance, it is sufficient to consider only the main
dipole-dipole interaction. The energy transfer rate $k_{FRET}$ is expressed as:

$$k_{FRET} \propto \frac{|\mu_D|^2|\mu_A|^2}{R^6}\kappa^2$$

(2.40)

where $|\mu_D|$ and $|\mu_A|$ are donor and acceptor transition dipole moments, $\kappa$ is the orientation
factor between $|\mu_D|$ and $|\mu_A|$, and $R$ is the donor-acceptor distance. FRET relies on the close
proximity of the donor and acceptor (D-A) and can only occur if the distance between donor
and acceptor is less than approximately 10 nm.[86] In order for the spin-integral in $\beta_C$ to be
non-zero, spin multiplicity has to be the same for ground and excited states, and thus only
singlets can be transferred through this mechanism.

Dexter energy transfer (DET) is a short-range exchange process in which two molecules
(intermolecular) or two moieties of the same molecule (intramolecular) bilaterally exchange
their electrons.[87] In order for the spin-integral in $\beta^E$ to be non-zero, overlap between spin
wavefunctions of donor and acceptor is required. The energy transfer rate $k_{DET}$ is highly
dependent on donor-acceptor distance $R$.[87]

$$k_{DET} \propto \exp\left(-\frac{2R}{L}\right)$$

(2.41)

where $L$ is a constant related to the effective average radius of the donor and acceptor. The
exchange process typically occurs at a distance shorter than 1 nm.[88–90] In Dexter energy
transfer (DET), since electrons are exchanged between molecules, the process is not restricted
by the spin-forbidden transition, which makes it feasible to transfer both singlets and triplets
from donor to acceptor. The processes are summarised in Fig 2.11. It is clear that both
Coulomb term and exchange term always contribute to the electronic interaction energy.
However, at long distance regime, due to the short interaction distance of exchange term
compared to Coulomb term, Förster transfer always dominates. If the distances is shorter
than 1 nm, Dexter transfer is preferred given the exponential dependence on the distance.

2.4.3 Charge transfer process

If the interaction energy between transfer sites dominates over the energies due to dynamic
or static disorder, charge transport occurs through a band where charge carriers delocalise.
This band-like transport is commonly seen in inorganic semiconductors and some molecular
crystals.[91] If energies due to dynamic and static disorder become significant, the delocalised
wavefunctions in the transport band are interrupted and thus transport becomes incoherent
between individual sites, which is referred to as hopping motion. The same situation also applies to excitons. An exciton hopping in an amorphous ensemble of molecules can be described by the concept of a random walk model through a rough energy landscape. When a neutral exciton is generated at an arbitrary site within a density of states (DOS) distribution, initially energetic downwards hopping is a dominant process towards the energy tail and occasionally thermally activated upwards hopping is required for excitons to overcome intermediate energy barriers. Eventually, excitons reach a balanced quasi-equilibrium energy between downhill and thermally activated uphill jump. The process is illustrated in Fig 2.12. The mean quasi-equilibrium energy $\varepsilon_\infty$ is calculated by the long-time limit of the statistical
average using Eq. 2.35 with $\epsilon_0 = 0$:

$$\epsilon_\infty = \lim_{t \to \infty} \epsilon(t) = \frac{\int_{-\infty}^{+\infty} g(\epsilon) \exp(-\epsilon/kT) d\epsilon}{\int_{-\infty}^{+\infty} g(\epsilon) \exp(-\epsilon/kT) d\epsilon} = -\frac{\sigma^2}{kT} \quad (2.42)$$

where $\sigma$ is the standard deviation, $k$ is the Boltzmann constant, and $T$ is the temperature in Kelvin. In the random walk model, excitons occasionally overcome intermediate energy barriers via thermal activation. Upon lowering the temperature this becomes increasingly difficult. In the $T \to 0$ limit all jumps that require activation are frozen out. As a consequence, the luminescence lifetime of excitons elapses before excitons reach the quasi-equilibrium energy, resulting in a blueshift of steady-state luminescence at low temperature. This blueshift is specific for excitations that coupled by short-range interactions such as triplet excitons. For singlet excitons, long-range dipole coupling (Föster-type transfer) allows excitons to bypass a neighbouring barrier and transit to a lower energy site further away, so that the quasi-equilibrium energy is reached. Non-equilibrium diffusion is difficult to describe analytically except for 0 K, and can only be solved via Monte Carlo simulation.[94]

Fig. 2.12 Illustration of a charge carrier, generated at an arbitrary energy, that hops within a Gaussian DOS. The dotted horizontal line is the energy at which the charge carriers tend to equilibrate in the long time limit. Figure adapted from reference [92].
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Marcus theory for charge transfer

Besides the long time limit of the hopping process, it is worth considering the charge or exciton transfer process between two sites, which was investigated in molecular crystals[95–97] and in solution[98, 99], both showing a similar mechanism. The charge carrier is localised in a transfer site due to dynamic disorder, and the charged molecule couples to the surrounding environment, which forms a polaron. The charge transfer is associated with a distortion of the molecule and the environment, which requires reorganisation energy $\lambda$. Therefore, the charge transfer process is thermally activated. The reorganisation energy consists of inner and outer contributions: $\lambda = \lambda_{\text{inner}} + \lambda_{\text{outer}}$. The inner reorganisation energy is associated with intramolecular distortion when a molecule becomes charged and the outer reorganisation energy is due to intermolecular displacement and polarisation. In a rigid organic solid where the inner reorganisation energy dominates, considering the charge transfer from molecule A to molecule B, the inner reorganisation energy is the sum of geometric relaxation energies for A and B: $\lambda_{\text{inner}} = E_{\text{rel}}^A + E_{\text{rel}}^B = 2E_{\text{rel}}$, as illustrated in Fig. 2.13 (B). When considering molecules A and B and the environment as a whole system, the potential energy minimum occurs at $Q_i$ and $Q_f$ for the initial and final state respectively, and the reorganisation energy is $\lambda$. Charge transfer occurs at the intersection of both potential energy curves, which can provided by an activation energy $E_a$ due to thermal fluctuations. This is the key idea of Marcus theory. In general, the charge transfer rate given by Marcus theory is[35, 100–102]

$$W_{if} = \frac{2\pi}{\hbar} J_{if}^2 \sqrt{\frac{1}{4\pi k_B T \lambda}} \exp \left[ -\frac{E_a}{k_B T} \right],$$  \hspace{1cm} (2.43)

with $E_a = \frac{\lambda}{4} \left[ 1 + \frac{\Delta G^0}{\lambda} \right]^2$. \hspace{1cm} (2.44)

where $J_{if}$ is the electronic coupling between the initial state $i$ and the final state $f$, $E_a$ is the activation energy for the reaction, $\Delta G^0$ is the variation of Gibbs free energy for the reaction. For charge transfer between identical molecules, $\Delta G^0 = 0$ and thus $E_a = \lambda / 4$. When related to the geometric relaxation energy of the molecule, it gives $E_a = E_{\text{rel}} / 2$.[103, 104] The relaxation energy can be calculated by adding contributions from each vibrational normal mode $\omega_j$:[101, 105, 106]

$$E_{\text{rel}} = \sum_j \hbar \omega_j S_j$$  \hspace{1cm} (2.45)

where $S_j$ is the Huang-Rhys-parameter of the corresponding mode $\omega_j$. 
Theoretical Considerations

Fig. 2.13 (A) Frontier orbital representation of the triplet transfer mechanism as charge transfer. (B) The inner reorganisation energy consists of the geometric relaxation energies of molecule A and B: \( \lambda_{\text{inner}} = E_{\text{rel}}^A + E_{\text{rel}}^B = 2E_{\text{rel}} \). \( E_{\text{rel}} \) is the energy related to the change from the equilibrium position of charged state to that of uncharged ground state. (C) The potential energy of the entire system (molecule A, B and surrounding molecules) versus a generalised configuration coordinate describing the entire system. The minimum of the initial and final state curve occurs at \( Q_i \) and \( Q_f \). The reorganisation energy \( \lambda \) gives the difference in potential energy between \( Q_i \) and \( Q_f \). Transfer happens either by thermal activation \( E_a = \lambda / 4 \) at the intersection of potential curves or via quantum mechanically tunnelling. Figure adapted from reference [100].

**Triplet exciton transfer**

Triplet exciton diffusion within the density of states can be regarded as a series of triplet energy transfer processes. Each individual triplet transfer adopts the exchange mechanism, i.e. Dexter energy transfer, and thus involves the correlated exchange of two electrons under spin conservation, that is a double charge transfer. Therefore, triplet exciton transfer can be analysed in a similar approach as charger transfer. Firstly it is worth considering the regimes where triplet transfer occurs via adiabatic or non-adiabatic transport. The difference between the two regimes is demonstrated in Fig. 2.14.[102] For a two-site system, a charge carrier
transfers from one molecule to another, and the local fluctuation in the equilibrium position of the associated atoms can be described by two corresponding configuration coordinates (curves \( E_{(+)} \) and \( E_{(-)} \)), which intersect at some point. For non-zero resonance electron coupling integral \( J \) between two sites, the degeneracy at the intersection point is replaced by a gap \( \Delta E = 2J \) between two resulting generalised (collective) coordinates, see upper and lower solid curves. Therefore, the energy barrier \( E_a \) between two equilibrium positions decreases by the electronic coupling, noted as modified barrier height \( W'_a \).

\[
W'_a = E_a - J
\] (2.46)

If the electron coupling integral \( J \) is large, a charge carrier is able to instantaneously transport through the atoms and the whole system remains on the lower-energy surface, see Fig. 2.14 (A). This is the regime for adiabatic motion. However, if \( J \) is small the carrier cannot adapt to molecular vibrations, and non-adiabatic motion occurs. A carrier at the lower-energy surface of the first site reaches the upper-energy surface, followed by relaxing to an energetic minimum at the second site, see Fig. 2.14 (B). The rate describing the carrier transfer from site \( i \) to site \( j \) in the adiabatic regime for a disorder-free system is written as[102]

\[
W_{ij} = \omega_0 \exp \left( -\frac{W'_a}{k_B T} \right)
\] (2.47)

where \( \omega_0 \) is a characteristic frequency of optical or acoustic phonons, for example the high-energy modes observed in the vibrational progression of absorption and emission spectra or low-energy torsional modes. If \( J \) exceeds a critical value \( J_{cr} \), \( J > J_{cr} \), then \( J \approx E_a \) and \( W'_a \approx 0 \), so that the transfer rate \( W_{ij} \) is weakly dependent on \( T \). The critical value \( J_{cr} \) is given by[102]

\[
J_{cr} = (E_a - J)^{1/4} \left( \frac{2k_B T}{\pi} \right)^{1/4} \left( \frac{\hbar \omega_0}{\pi} \right)^{1/2}
\] (2.48)

When considering non-adiabatic triplet transport, it is important to evaluate the jump rate \( W_{ij} \) at high and low temperatures.[96] For the high-temperature regime where \( k_B T \gg \hbar \omega_0 \), the jump rate can be expressed as[102]

\[
W_{ij} = J_0^2 \sqrt{\frac{\pi}{2E_a k_B T}} \exp \left(-2r_{ij}/L \right) \exp \left[-\frac{E_a}{k_B T} - \frac{\epsilon_j - \epsilon_i}{2k_B T} - \frac{(\epsilon_j - \epsilon_i)^2}{16E_a k_B T} \right]
\] (2.49)

For the low-temperature regime, where \( k_B T \ll \hbar \omega_0 \), the jump rate can be expressed as[102]

\[
W_{ij} = v_0 \exp \left(-2r_{ij}/L \right) \exp \left[-\frac{\mid\epsilon_j - \epsilon_i\mid + (\epsilon_j - \epsilon_i)}{2k_B T} \right]
\] (2.50)
where $J_0$ and $v_0$ are related to the electronic coupling, $E_a$ represents the activation energy for triplet transfer, $r_{ij}$ is the intermolecular distance between sites $i$ and $j$, $L$ is the effective triplet localisation radius, and $\varepsilon_i$ and $\varepsilon_j$ are the energies of sites $i$ and $j$. Eq. 2.49 is basically a Marcus expression which describes multiphonon hopping transport of triplet excitons. Phonons are involved not only to compensate the energy difference between sites, but also to overcome the energy barrier separating them.[101] Eq. 2.50 fits the Miller-Abrahams model where triplets transport via a single phonon tunnelling process between sites $i$ and $j$ with $\varepsilon_j > \varepsilon_i$.[107] The phonon now only provides the energy difference between sites. It should be noted that the activation energy $E_a$ does not affect the transfer rate any more at low temperature.

The theoretical analyses above use the two-site transitions to approximate the energetic disorder. In order to conveniently compare the theoretical results with experimental data, effective-medium approximation (EMA) theory of non-adiabatic triplet transport is introduced to derive an expression for the effective triplet energy-transfer rate $W_e$ in an energetically disordered system. The Eq. 2.49 and Eq. 2.50 can be written as

$$W_e = J_0^2 \frac{\pi}{h} \exp \left( -2 \frac{a}{L} \right) \exp \left[ -\frac{E_a}{k_B T} - \frac{1}{8} \left( \frac{\sigma}{k_B T} \right)^2 \right]$$

(2.51)

describing the high-temperature regime where multiphonon energy-transfer mechanism is active, and

$$W_e = v_0 \exp \left( -2 \frac{a}{L} \right) \exp \left[ -\frac{1}{2} \left( \frac{\sigma}{k_B T} \right)^2 \right]$$

(2.52)

describing the low-temperature regime where single phonon tunnelling is active. $a$ is an average intermolecular distance, and $\sigma$ is the width of the Gaussian DOS distribution.

**Optical electron transfer**

Besides the thermally-induced electron transfer process discussed above, electron transfer can also be induced by optical transitions, i.e. absorption and emission. These two electron transfer processes are connected, as was developed by Hush[108] and Mullikin[109]. The semi-classical Mulliken-Hush model describes the absorption from the ground state to the charge-transfer (CT) state as[110]

$$\frac{A(\nu)}{\nu} = A_0 \exp \left[ -\frac{(E_{CT}^0 + \lambda_{CT} - h\nu)^2}{4k_B T \lambda_{CT}} \right]$$

(2.53)
2.4 Environmental effects on excited states and charge transfer

Fig. 2.14 Schematic representation of (A) adiabatic and (B) non-adiabatic transport in the configurational coordinates for a two-site system. The arrow indicates the path of the excited state. Figure adapted from reference [102].

\[ E_{CT}^{a,max} = h\nu_{max} = E_{CT}^0 + \lambda_{CT} \]  
(2.54)

where \( A(\nu) \) is the optical absorption intensity per donor-acceptor pair; \( \nu \) is the transition frequency; \( A_0 \) is the exponential prefactor depending on the adiabatic transition dipole moment \( d_{CT}^a \); \( h \) is Planck’s constant; \( E_{CT}^0 \) is the excitation energy of the relaxed CT state; \( \lambda_{CT} \) is the reorganisation energy; \( E_{CT}^{a,max} \) is the energy at the maximum of the CT absorption; \( \nu_{max} \) is the transition frequency at the maximum of the CT absorption. The potential energy surface diagram is shown in Fig. 2.15. The electronic coupling between the ground and CT states \( J_{CT-G} \), is linked to the adiabatic transition dipole moment \( d_{CT}^a \) of the CT absorption band by the equation[110]

\[ J_{CT-G} = \frac{d_{CT}^a E_{CT}^{a,max}}{\Delta d_{CT}} \]  
(2.55)

where \( \Delta d_{CT} \) is the difference between the dipole moments of the adiabatic ground and CT states.

Similarly, the CT emission spectrum, in the semi-classical Mulliken-Hush model, is given by

\[ \frac{I(\nu)}{\nu^3} = I_0 \exp \left[ -\frac{(E_{CT}^0 - \lambda_{CT} - h\nu)^2}{4k_B T \lambda_{CT}} \right] \]  
(2.56)

where \( I(\nu) \) is the optical-emission intensity and \( I_0 \) is the exponential prefactor.
Fig. 2.15 Illustration of the adiabatic potential energy surfaces for the electronic charge-transfer (CT) and ground (G) states. $\lambda_{CT}$ is the reorganisation energy; $E^{0}_{CT}$ is the excitation energy of the relaxed CT state; $E^{\alpha,em}_{CT}$ is the vertical transition from the CT state to the ground state; $E^{\alpha,max}_{CT}$ is the energy at the maximum of the CT absorption. Figure adapted from reference [110].
Chapter 3

Experimental Methods

3.1 Introduction

This chapter describes the experimental methods employed in this thesis to obtain results presented in the following results and discussion chapters. It consists of four sections. The first section is sample preparation. The second section will introduce spectroscopy techniques, including steady-state absorption and luminescence spectroscopy, transient absorption spectroscopy, room-temperature and cryogenic time-resolved photoluminescence spectroscopy, Raman spectroscopy, and photoluminescence quantum efficiency measurements. The third section contains structural characterisation by X-ray diffraction. The fourth section will present computational methods using density functional theory calculations.

3.2 Sample preparation

Carbene-metal-amide family emitters are synthesised by collaborators in the Chemistry Department of the University of East Anglia (UEA) as reported in the literature.[32, 111, 112] Host molecules are supplied by Sigma Aldrich and Luminescence Technology Corp. The majority of the work presented in this thesis is focused on solution-processed thin films of organic molecules, either via spin cast or drop cast. For spin-cast films, host-guest thin films of different weight ratios or crystalline thin films (80 wt.% CMA1 in polyethylene oxide (PEO)) were made from chlorobenzene solution in 20 mg/mL concentration, heated overnight at 70 °C to dissolve. These well-mixed solutions (45 µL) were spun inside a nitrogen-filled glove box onto 13 mm pre-cleaned (ultrasonic in acetone and isopropanol followed by oxygen plasma for 10 min) spectrosil substrates at 1,200 r.p.m. for 40 s at room temperature to form thin films. Samples were stored in the nitrogen glovebox to minimise degradation. There
are several controllable parameters in the spin-coating process: composition of the solution, temperature, speed and time of spin. The thickness of the wet film has an inverse relationship to the spin speed and also depends on the solution concentration and viscosity.[113]

Drop-cast films are used for transient absorption spectroscopy due to higher optical density (OD), and for Raman spectroscopy and X-ray diffraction for better signal. Films were drop-cast from solution, 60 µL per film on 13 mm pre-cleaned spectrosil substrates heated to 70 °C for neat films and 120 °C for crystalline films. Films were made and kept in a glovebox. For transient absorption spectroscopy measurements, films are encapsulated using a glass slide and epoxy prior to being measured.

Solution samples in various solvents were prepared at 1 mg/mL in the nitrogen glovebox, deoxygenised and sealed in 1 mm path length QS grade quartz cuvettes.

### 3.3 Spectroscopy

#### 3.3.1 Steady state absorption

A Shimadzu UV-3600 Plus spectrophotometer was employed to measure the steady-state absorbance of samples, which comprises three detectors: a PMT (photomultiplier tube) for the ultraviolet and visible regions and InGaAs and cooled PbS detectors for the near-infrared region. The wavelength range is from 185 to 3,300 nm with high resolution of 0.1 nm.

**Working principle**

The basic working principle is to detect the intensity of the light and compare with the decreased intensity after passing through the sample. The transmittance $T$ is defined as the intensity of the light beam after transmitting through the sample, $I_r$, divided by the intensity of the measurement light beam $I_0$.  

$$T = \frac{I_r}{I_0}$$  

(3.1)

Sometimes it is more common to use the absorbance, $Abs$, also referred to as optical density (OD), which is given by:

$$Abs = \log_{10} \frac{1}{T}$$  

(3.2)

The relationship between the absorbance $Abs$, and the concentration of solution $C$, is expressed in “Lambert-Beer law”, where $\varepsilon$ is the molar extinction coefficient and $L$ is the
optical path length.[114]

\[ \text{Abs} = \varepsilon CL \]  

### 3.3.2 Steady state photoluminescence

An Edinburgh Instruments FLS980 spectrofluorimeter was used to measure steady-state luminescence spectra. A R928P PMT detector was used in this experiment, with a wavelength range of 200 nm to 870 nm and a dark count rate of <50 cps (at -20 °C). The detector is operated in single photon counting mode. The PL spectra were collected from 350 nm to 650 nm at the resolution of 1 nm. Samples were excited by a 450 W xenon arc lamp. The light from the xenon arc is focused into the monochromator by using an off-axis ellipsoidal mirror.

### 3.3.3 Transient absorption spectroscopy

Transient absorption spectroscopy (TA) is a technique for studying short-time exciton dynamics (ps to ns time range and ns to µs time range), especially the intersystem crossing time (ISC) from singlet to triplet manifold in this thesis. TA measures the differential change in transmission of a sample before and after photoexcitation as a function of time, and thus TA probes the dynamics of the exciton population. TA data is typically expressed as differential transmission \( \Delta T / T \), which is defined in terms of the transmission with and without a pump pulse

\[ \frac{\Delta T}{T} = \frac{T_{\text{on}} - T_{\text{off}}}{T_{\text{off}}} \]  

where \( T \) denotes the intensity of the transmitted probe beam. A pump pulse is used for photoexciting the sample and "on" and "off" are controlled by a chopper. A probe pulse is used to measure the differential transmission over time and extract the information about the exciton population. In this way, \( \Delta T / T \) is built up as function of wavelength (probe pulse) and time. The time resolution of the TA depends on the length of the pulses. The main laser used was a Spectra Physics Solstice Ti:Sapphire laser, outputting pulses of width 80 fs and a repetition rate of 1 kHz at 800 nm. The pump beam was frequency-doubled using a BBO to give 400 nm pulses. Excitation fluence was varied from 9-60 µJcm\(^{-2}\). The probe beam was generated from the 800 nm fundamental using a noncollinear optical parametric amplifier (NOPA), built in-house. The probe was further split into a probe and reference, with only the probe beam overlapping with the pump on the sample. The pump-probe delay was controlled using a computer-controlled delay stage. A Hamamatsu G11608-512 InGaAs dual-line array detector was used to measure the transmitted probe and reference.
3.3.4 Time-resolved photoluminescence spectroscopy

Time-resolved photoluminescence spectra were measured by an electrically-gated intensified charge-coupled device (ICCD) camera (Andor iStar DH740 CCI-010) connected to a calibrated grating spectrometer (Andor SR303i). Samples were photoexcited by femtosecond laser pulses which were created by second harmonic generation (SHG) in a $\beta$-barium borate crystal from the fundamental source (wavelength = 800 nm, pulse width = 80 fs) of a Ti: Sapphire laser system (Spectra-Physics Solstice), at a repetition rate of 1 kHz. The photons from the laser pulses have a wavelength of 400 nm. A 425 nm long-pass filter was used to prevent scattered laser signal from entering the camera. Temporal evolution of the PL emission was recorded by stepping the ICCD gate delay with respect to the trigger pulse. The minimum gate width of the ICCD was 5 ns.

Working principle of intensified CCD cameras (ICCD)

Intensified CCD cameras are able to overcome the read noise limit by exploiting gain and also capable of achieving very fast gate times. The gating and amplification are achieved in the image intensifier tube. The image intensifier tube is composed of the photocathode, microchannel plate (MCP) and a phosphor screen and placed in a vacuum chamber. The properties of these components determine the performance of the device. The configuration of an image intensifier tube is illustrated in Fig. 3.1. The photocathode is coated on the inside surface of the output window and it captures the incident photons. When an incident photon striking the photocathode, a photoelectron is emitted and then accelerated towards the MCP by an applied electric field. The MCP is a thin disc (around 1 mm thickness) carved with a honeycomb of glass channels approximate 6-10 $\mu$m, each with a resistive coating. A high voltage is applied across the MCP to accelerate the photoelectron with high energy to one of the channels in the disc. Photoelectrons with high energy are able to release secondary electrons from the channel walls. These electrons experience acceleration similarly, resulting in a cloud of electrons departing from the MCP and amplifying the signal. Gains of 200 can be achieved easily. The degree of signal amplification/electron multiplication is governed by the gain voltage applied across the MCP which can be controlled in the camera.

The noise and hence the sensitivity of the ICCD depends on the image intensifier. The image intensifier amplifies the light signal so that the noise of the camera is not dominated by the CCD section. However, there still exists a dark current component originating from thermally generated charge in the photocathode which will also be amplified. A significant advantage of an ICCD camera over CCD is the optical shuttering properties. The image intensifier is capable of being operated as a very fast optical switch and capturing an optical
signal in a nanosecond. Depending on the negative or positive voltage applied, the intensifier can be gated on or off. The minimum time required to switch the intensifier from being off to on and then off again is defined as the minimum gate time. The minimum gate time is typically governed by various factors but principally by the structure of the photocathode and the electron gating circuitry. The minimum gate time of the ICCD used in this thesis is 5 ns.

**Cryogenic photoluminescence measurements**

Cryogenic steady-state and time-resolved photoluminescence measurements (10 K to 300 K) were carried out using an Oxford Instruments Optistat dynamic continuous flow cryostat with liquid helium coolant, and an ITC 502 S temperature control unit.

![Figure 3.1 Configuration and working principle of an image intensifier tube in an intensified CCD camera (ICCD). Colourful spots represent photoelectrons with different energies.](image)

**Characteristic luminescence lifetime**

Lifetimes of up to 1 ms can be accurately measured in this experiment due to the 1 kHz repetition rate of the laser used. For non-exponential luminescence decays in the solid state, a characteristic lifetime rather than a monoexponential decay time is quoted. We choose the time taken for the delayed component to reach 63% \((1-(1/e))\) of the total emission integrated from 0 to 950 µs. This allows direct comparison to lifetimes extracted from monoexponential
decays as this is the fraction of total emission which has been emitted after one time constant of a monoexponential decay.

3.3.5 Raman spectroscopy

Raman spectroscopy, based on the process of Raman scattering, is employed to detect vibrations in molecules and provide information on chemical structures and physical forms. Sample preparation is relatively simple and is compatible with different physical states, for instance, as solids, liquids or vapours, in different temperature states, in bulk, as microscopic particles, or as surface layers, which makes Raman spectroscopy quite versatile and widely used. The nature of the Raman effect is based on the inelastic scattering of electromagnetic radiation. During this interaction, energy is transferred between the incoming photons and the molecular vibrations and thus the scattered photons have different energies to the incoming photons. Smekal[115] firstly hypothesised the inelastic scattering of light and the phenomenon was experimentally confirmed by Raman and Krishnan[116]. Afterwards, the phenomenon was named as Raman spectroscopy. In this thesis, Raman measurements were conducted by back-scattering (HORIBA T64000) a 640 nm (CW diode) laser. Spectra were collected between 13 and 1770 cm$^{-1}$ where the CCD detector (HORIBA Synapse Open-Electrode) has a monotonically increasing quantum efficiency of between 0.43 and 0.50. Acquisitions employed a 100× optical objective and used minimal necessary laser intensity to avoid laser damage. Drop-cast film samples were measured in air at room-temperature.

Raman scattering

When light interacts with matter, the incoming photons may be absorbed, scattered, or may not interact with the material and pass through it. For scattering, the energy of the photon is not required to match the difference between two energy levels of the molecule. In Raman scattering, the light interacts with the molecule and polarises the electron cloud around the nuclei to form a temporary state called a “virtual state”, which is not stable so the photon is re-radiated quickly. If only the electron cloud is distorted in scattering, the photons will be scattered with very small frequency changes as the electrons are considerably light compared to nuclei. The scattering process is considered as elastic scattering, called Rayleigh scattering for molecules. However, if nuclear motion ($\Delta Q$) is involved during scattering, energy will be transferred either from the incoming photon to the molecule, or from the molecule to the scattered photons. This scattering is inelastic and the energy of the scattered photon differs from that of the incident photon by one vibrational unit, which is Raman scattering. It should be noted that Raman scattering is an inherently weak process with only one in every
$10^6 - 10^8$ photons scattering in this way\cite{117}. The intensity of Raman scattering is defined by the equation\cite{117}

$$I = Kl\alpha^2 \omega^4 \tag{3.5}$$

where $K$ consists of constants, $l$ is the laser power, $\omega$ is the frequency of the incident radiation, and $\alpha$ is the polarisability of the electrons in the molecule. However, sensitivity can be achieved with modern lasers and microscopes by employing very high power densities, but it could result in other problems such as sample degradation and fluorescence. The process can be expressed mathematically because the distortion of electron cloud is directly related to the induced dipole moment. Under the external electrical field $\vec{E}$, only considering the first order component, the induced dipole moment $\vec{p}$ is simplified to

$$\vec{p} = \alpha \cdot \vec{E} \tag{3.6}$$

where the polarisability $\alpha$ is a tensor which is dependent on the shape and dimensions of the chemical bond. As chemical bonds vary during vibrations, the polarisability is dependent on the vibrations of the molecule, i.e. the normal coordinate $Q$ of the molecule. The relationship can be expressed as a Taylor series\cite{118}

$$\alpha = \alpha_0 + \sum_k \left( \frac{\partial \alpha}{\partial Q_k} \right)_0 \cdot Q_k + \frac{1}{2} \sum_{k,l} \left( \frac{\partial^2 \alpha}{\partial Q_k \partial Q_l} \right)_0 \cdot Q_k \cdot Q_l + \ldots \tag{3.7}$$

where $Q_k$ and $Q_l$ are the normal coordinates corresponding to the $k$th and $l$th normal vibration with vibrational frequencies $\nu_k$ and $\nu_l$. In a first approximation, only the first two terms are maintained. Thus, considering the $n$th normal vibration, Eq.3.7 is simplified to

$$\alpha_n = \alpha_0 + \alpha'_n \cdot Q_n \tag{3.8}$$

with $\alpha'_n$ the derivative of the polarisability tensor with respect to the normal coordinate $Q_n$ under equilibrium conditions. Light can be considered as an oscillating electric field, with the electric field vector $\vec{E}$ at the moment $t$ is described as

$$\vec{E} = \vec{E}_0 \cdot \cos(2\pi \cdot \nu_0 \cdot t) \tag{3.9}$$

Combining Eq. 3.6 3.7 and 3.9, the induced dipole moment can be expressed as a function of the vibrational frequencies of the molecule $\nu_n$ and incident radiation $\nu_0$

$$\vec{p} = \vec{p}(\nu_0) + \vec{p}(\nu_0 + \nu_n) + \vec{p}(\nu_0 - \nu_n) \tag{3.10}$$
The first term represents the elastic scattering, i.e. Rayleigh scattering: the frequency of the induced dipole moment is the same as the incident radiation. The second and third term correspond to the inelastic scattering, Raman scattering. Second term is called anti-Stokes scattering with higher energy of scattered radiation compared to the incident radiation, while the third term, Stokes scattering, represents lower frequency. Three different scattering processes are illustrated in Fig. 3.2. Usually, the intensity in a Raman spectrum is plotted as a function of wavenumber $\omega$, expressed in cm$^{-1}$, representing the frequency shift of scattered light $\nu_m$ from the incident light $\nu_0$.

![Jablonski diagram of Rayleigh scattering, Stokes Raman scattering and Anti-stokes Raman scattering.](image)

The basic selection rule

The basic selection rule is that Raman scattering originates from the change in polarisability of the molecule, which can be expressed as:

$$\alpha_k' = \left( \frac{\partial \alpha}{\partial Q_k} \right)_0 \neq 0$$ (3.11)

Based on this selection rule[118], it is possible to determine whether a vibration is Raman (change in polarisability during the vibration) or infrared active (change in permanent dipole moment during vibration). For complex molecules, quantum mechanics and group theory
must be applied to determine vibrations. However, at a simple level, the selection rule means that symmetric vibrations will lead to the most intense Raman scattering.

### 3.3.6 Photoluminescence quantum efficiency measurement

Photoluminescence quantum efficiency (PLQE) is considered to be an important value for a sample, either solution or thin film as it limits the electroluminescent efficiency of devices. The photoluminescence quantum efficiency $\eta$ is defined as

$$\eta = \frac{\text{number of photons emitted}}{\text{number of photons absorbed}}$$  \hspace{1cm} (3.12)

PLQE is relatively straightforward to measure in solution as the emission is usually assumed to be isotropic. However, for thin films, emission usually shows anisotropy, which could be the result of the anisotropic distribution of chromophores. Wave-guiding effects also change the angular distribution of the emission. In order to circumvent mapping out the angular distribution, an integrating sphere is used to measure thin-film samples. An integrating sphere is a hollow sphere, the inner surface of which is coated with diffusively reflective materials (typically barium sulfate), and the light can be assumed to be isotropically distributed over the interior surface. An optical fibre connected to the sphere is used to transfer the signal to a CCD spectrometer. A baffle coated with barium sulfate is placed in front of the optical fibre to prevent direct illumination of the optical fibre.

**Working principle**

The experimental setup is illustrated in Fig. 3.3. According to the method proposed by de Mello et al.[119], there are three separate measurements. For the first measurement, shown in (A), laser is shone into the empty sphere and only laser signal is detected. For the second measurement, shown in (B), sample is placed inside the sphere with the laser directed to the sphere wall. For the third measurement, shown in (C), sample is placed inside the sphere and directly illuminated by the laser beam.

In the measured spectra, the area under the laser signal is proportional to unabsorbed light, noted as $L$. The area under the emission signal is proportional to emission light, noted as $P$. The total amount of laser shone on the sample consists of two contributions: the first is the laser directly and locally hitting the sample; the second is the diffuse-reflected laser from the wall subsequently hitting the entire sample surface. In experiment (B), the fraction of laser absorbed by the sample is noted as $\mu$. In experiment (C), laser first directly hits the sample and the fraction absorbed is denoted as $A$. A fraction $(1 - A)$ is either scattered or...
reflected to the interior sphere surface, and a fraction $\mu$ is reabsorbed by the sample. Two equations can be written:

\[
L_B = L_A (1 - \mu) \quad (3.13)
\]
\[
L_C = L_A (1 - A) (1 - \mu) \quad (3.14)
\]
\[
A = \left( 1 - \frac{L_C}{L_B} \right) \quad (3.15)
\]

In experiment (B), the total detected photons are given by $L_B + P_B$. In experiment (C), the total detected photons can be divided into two contributions: the contribution of scattered laser light $(1 - A) \cdot (L_B + P_B)$; and the contribution of light emitted from the sample after direct absorption $\eta L_A A$, which give the equation

\[
L_C + P_C = (1 - A) (L_B + P_B) + \eta L_A A \quad (3.16)
\]

Combining Eq. 3.15 and 3.16, PLQE $\eta$ can be expressed as:

\[
\eta = \frac{P_C - (1 - A) P_B}{L_A A} \quad (3.17)
\]

Fig. 3.3 Illustration of three configurations of PLQE measurements: (A) the empty measurement; (B) laser beam indirectly strikes the sample; (C) laser beam directly strikes the sample. Figure adapted from reference [119].
3.4 Structural characterisation

3.4.1 X-ray diffraction

X-rays are electromagnetic radiation with wavelength roughly between 0.1 Å and 100 Å, which is close to the interatomic distances in a crystal. Therefore, X-rays are convenient to examine the crystal structures by diffraction. X-ray diffraction is a direct tool to identify crystalline and amorphous states. For crystals, it is also used to identify different phases, cell parameters, orientation, crystallite size and other structural parameters. X-ray diffraction was performed using a Bruker X-ray D8 Advanced diffractometer with Cu Kα1,2 radiation (∆λ=1.541 Å). Spectra were collected with an angular range 2θ of 6° to 30° and the angular resolution ∆θ = 0.046°. Measurement were conducted on drop-cast films.

Working principle

When reaching the sample, incident X-ray will either be transmitted or scattered by the electrons of the atoms in the material. Crystal information can be analysed from the peaks formed when scattered X-rays interfere constructively. Constructive interference requires that the path-length difference between two X-rays is an integer number n of wavelength ∆λ, and combine to a new wave with a larger amplitude. Fig. 3.4 (A) illustrates the two parallel X-rays scatter from two adjacent planes in crystal. The total path difference is

\[ \text{Total path difference} = 2d_{hkl}\sin\theta \]  

For constructive interference,

\[ n\lambda = 2d_{hkl}\sin\theta \]  

which is Bragg’s Law.[120] The angle between the transmitted and the Bragg diffracted beams is always equal to 2θ due to the geometry of the Bragg condition, as shown in Fig. 3.4 (B).

3.5 Computation

3.5.1 Density functional theory calculations

The main idea of density functional theory (DFT) is that the energy of an electronic system can be expressed in terms of the electron probability density \( \rho(\vec{r}) \). \( \rho(\vec{r}) \) denotes the total electron density at a particular point \( \vec{r} \) in space. The electronic energy \( E \) is thus as a function
Fig. 3.4 (A) Bragg’s law for constructive interference of two parallel X-rays after diffracting from two adjacent crystal planes. (B) Geometry of the Bragg condition in experimental situations. It is $2\theta$ that is measured by the X-ray detector.

of the electron density $E(\rho)$. For a given function $\rho(\vec{r})$, there is a single corresponding energy.[34] The expression of electronic energy includes four terms: (1) the kinetic energy of the electrons; (2) electron-nucleus attraction; (3) the Coulomb interaction between the total charge distribution at $\vec{r}_1$ and $\vec{r}_2$; (4) the exchange-correlation energy of the system, which is a function of the density. However, the exchange-correlation energy has no exact analytical form and numerous methods have been developed for obtaining approximate forms for the functional. The main source of errors in DFT usually comes from the approximate nature of this exchange-correlation functional. The DFT calculation is performed in the following steps: (1) guess the electron density $\rho$, typically by using a superposition of atomic densities. Use approximate form for the exchange-correlation energy; (2) an initial set of electron spatial orbitals can be solved; (3) this set of orbitals is then used to compute an improved electron density; (4) iterate the process until the density and exchange-correlation energy have converged to within some tolerance, and then compute the electronic energy. Electron orbitals can also be expressed in terms of a set of basis functions multiplied by some coefficients. A variety of exchange-correlation functionals and basis functions have been developed for use in DFT calculations.

DFT calculations of static electric dipole moments of organic host molecules in this thesis employed the “ORCA” package[121] with the B3LYP hybrid functional[122, 123] and 6-31G basis set.[124] The B3LYP/6-31G* functional/basis combination has been widely used for organic molecules, and it performs well optimising ground-state geometries.[125, 126] Calculations were performed by several steps: (1) estimate the three-dimensional geometry from the chemical structure which is expected to be close to the real equilibrium geometry; (2) run a optimisation calculation where all degrees of freedom, including bond lengths,
angles and dihedral angles are able to adjust to reach the minimum of the free energy surface; (3) check the calculation is convergent and the output geometry is reasonable; (4) use the optimised geometry to calculate static electric dipole moment.
Chapter 4

Non-Chemical Control of Triplet Emission in Donor-Bridge-Acceptor Organometallics

4.1 Abstract

Carbene-metal-amides (CMAs) are a promising family of donor–bridge–acceptor molecular charge-transfer (CT) emitters for organic light-emitting diodes. A universal approach is demonstrated to tune the energy of their CT emission. A blueshift of up to 210 meV is achievable in the solid state via dilution in a polar host matrix. The origin of this shift has two components: constraint of thermally-activated triplet diffusion, and electrostatic interactions between guest and polar host. This allows the emission of mid-green CMA archetypes to be tuned to sky blue without chemical modifications. Monte Carlo simulations based on a Marcus-type hopping rate successfully reproduce the concentration- and temperature-dependent triplet diffusion process, revealing a substantial shift in the ensemble density of states in polar hosts. In gold-bridged CMAs, this shift does not lead to a significant change in luminescence lifetime, thermal activation energy, reorganisation energy, or intersystem crossing rate. These discoveries offer new insight into coupling between the singlet and triplet manifolds in CMA materials, revealing a dominant interaction between states of CT character. The same approach is employed using materials which have been chemically modified to alter the energy of their CT state directly, shifting the emission of sky-blue chromophores into the practical blue range.

This work was published as Environmental Control of Triplet Emission in Donor-Bridge-Acceptor Organometallics - Jiale Feng, Lupeng Yang, Alexander S. Romanov, Jirawit
4.2 Introduction

Thin-film organic light-emitting diodes (OLEDs) have developed into a flourishing commercial industry in the last few decades. In 1987, Tang and Van Slyke demonstrated first ‘sandwich structure’ OLED utilising fluorescent emission from spin-singlet states.[16] Second-generation phosphorescent OLEDs utilising emission from spin-triplet states, developed a decade later, exhibit high efficiency and significant synthetic tuneability, making them the current best candidates for lighting and display technologies.[22] However, efficient deep blue OLEDs remain one of the key challenges limiting their broader application, due to low quantum efficiency and short operational lifetime.[52] Within this sphere, a new class of donor-bridge-acceptor carbene-metal-amide (CMA) emitters has been developed that exhibit high electroluminescence quantum efficiency at high brightness and rapid (sub-microsecond) harvesting of triplet states.[32] Short emission lifetime is critical for preventing bimolecular exciton annihilation reactions, which are implicated in efficiency roll-off and reduced operational stability.[127, 128] CMA emitters exhibit flexible molecular design with low synthetic complexity[111, 112, 129–131] and benign solid state interactions.[132, 133] Their combination of low exchange energy and high spin-orbit coupling occupies a space between traditional phosphorescent emitters and more recently developed thermally-activated delayed-fluorescence compounds, leading to significant interest in their underlying emission mechanism.[133–136]

The archetype of the family, CMA1, is a mid-green emitter both in solution and in amorphous thin film. However, unlike many other triplet-harvesting organic and organometallic archetypes, CMA materials exhibit three features which allow additional routes to tune emission characteristics: (1) significant geometric flexibility, allowing tuning of excited state
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energies through control of geometry, (2) large negative absorption solvatochromism due to a significant electrostatic dipole in the ground state, (3) lack of concentration quenching, allowing flexibility in host:dopant ratio and host choice.

This chapter discusses how the emission of CMA1 can be tuned by utilising intermolecular interactions with a variety of host materials to both restrict triplet diffusion and shift the density of excited states. The result is that the photoluminescence peak of CMA1 can be increased in energy by 210 meV, into the blue colour range, without altering its chemical structure. We determine that static electrostatic interactions are one of the most important parameters for these composites while for general TADF type emitters, influence of the host always redshifts the emission due to dynamic polarisability.[57, 137–139] Despite the significant change in emission energy achieved, we find that the low activation energy for delayed emission and short room-temperature emission lifetimes are preserved. We use these new experimental findings to test current quantum-chemical descriptions of CMA emission, and provide a better understanding of its mechanism. We go on to show that this approach extends to other gold CMA complexes across the visible spectrum, allowing the emission energy for each to be tuned over a 150-200 meV range.

4.3 Results and Discussion

4.3.1 The CMA1 molecule

The chemical structure of CMA1 is illustrated in Fig. 4.1(A). In the ground state $S_0$, the CAAC group is relatively electron deficient, while the amide is electron rich, creating a ground-state electrostatic dipole moment of order 15 Debye aligned along the C-Au-N axis, hereafter taken as the z-axis of the molecule.[135] This large ground-state dipole is unusual for organic donor-acceptor type emitters and is the key factor utilised to achieve large luminescence blueshift. The HOMO and LUMO of CMA1, calculated by density functional theory (DFT) utilising the hybrid MN15 functional with the def2-TZVP basis set are presented in Fig. 4.1(B). The HOMO resides primarily on the amide, and the LUMO on the carbene. Of order 3.0/11.4% of the electron density in the HOMO/LUMO resides on the metal, with largest contributions from the $5d_{yz}/5p_y$ atomic orbitals, respectively, where the carbazole is taken to lie in the $x-z$ plane. Excitation from $S_0$ to $S_1$ is dominated by a HOMO-LUMO transition (natural transition orbitals comprise 98% HOMO-LUMO), which spans the metal bridge and has significant charge-transfer (CT) character, shifting electron density back from the amide to the carbene group. This reduces the electrostatic dipole to approximately 5 D and reverses its sign.[32, 140]
In addition to direct absorption to the singlet CT state, optical absorption spectra of CMA1 show features related to ligand-centred excitations of the carbene and amide groups (Fig. 4.2). For CMA1, the photoexcited CT singlet crosses to the triplet manifold within around 5 ps, with subsequent unstructured emission on sub-microsecond timescales.[32] The steady-state emission peak is around 520 nm (green region) in neat film at 300 K, see Fig. 4.3, with a Stokes’ shift of 795 meV (measured peak-to-peak). The large Stokes’ shift has been assigned in previous reports to a combination of fast vibrational relaxation followed by torsional relaxation from a coplanar to a twisted geometry, which narrows the $S_1 - S_0$ energy gap.[140]

In solution, the CT band of CMA1 exhibits large negative absorption solvatochromism, consistent with the ordering of polar solvents around the large ground-state dipole, stabilising $S_0$ and destabilising $S_1$.[135] Emission shows weak positive solvatochromism, consistent with much weaker ordering of solvent around the smaller $S_1$ dipole, see Fig. 4.4 and 4.5. In neat thin film, the CT absorption band is broader and peaks at 388 nm, between the values in toluene (407 nm) and dichloromethane (385 nm) solutions.

### 4.3.2 Dopant concentration and role of diffusion for CMA1 in PVK host

We first examine the effect of host on emission energy in the absence of significant electrostatic interactions. Poly(9-vinylcarbazole) (PVK) is a common polymer host material for solution-processed OLEDs, possessing relatively low polarity.[141] Efficient CMA1:PVK
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Fig. 4.2 Optical steady state absorption spectrum of CMA1 neat thin film. The film was spun from chlorobenzene solution (20 mg/mL) in a nitrogen glovebox. Vibronic progressions related to ligand-centred excitations of carbazole donor (Cz), CAAC acceptor, and the unstructured direct absorption to the $S_1$ CT state are labelled.

Fig. 4.3 Steady state absorption and photoluminescence of CMA1 in PVK host at different concentrations. Films were spun from chlorobenzene solution (20 mg/mL) in a nitrogen glovebox. Excitation wavelength is 350 nm.
Fig. 4.4 Steady state absorption spectra of CMA1 in various solvents at 300 K. Concentration is 1 mg/mL for all solutions. Spectra were normalised with respect to the carbazole absorption peak at around 305 nm. CT absorption peak blue shifts when increasing the solvent polarity, by over 300 meV for this solvent range. This figure was produced by Jirawit Ratanapreechachai.

Fig. 4.5 Steady state photoluminescence spectra of CMA1 in various solvents at 300 K. Concentration is 1 mg/mL for all solutions. Spectra were normalised with respect to their maximum. Emission peak position is weakly affected by solvent polarity, with shift smaller than 50 meV over this solvent range. Excitation wavelength is 350 nm. This figure was produced by Jirawit Ratanapreechachai.
solution-processed OLEDs were previously reported, using a CMA1 concentration of 20% by weight. [32] Fig. 4.3 presents the steady state absorption and photoluminescence spectra of CMA1 doped in to PVK host at concentrations from 100% (neat CMA1) to 5% by weight, representing the range of dopant concentrations over which efficient OLED devices have been shown to be achievable. [132] The absorption of CMA1 in PVK is dominated by parasitic host absorption and a weak scattering tail, which obscures the exact CMA1 absorption edge. PL data are more revealing; when decreasing the concentration of CMA1 in the host-guest composite from 100% to 5%, the position of the steady-state photoluminescence peak energy blue-shifts by approximately 60 meV, from 2.39 to 2.45 eV. Photoluminescence quantum efficiency (PLQE) of these films ranges from 67% to 94%, calculated using the de Mello method. [119] The luminescence lifetime of CMA1 in host remains relatively constant with concentration, varying from 0.97 µs to 1.04 µs between 100% and 5% concentration, see Fig. 4.6. These values are tabulated in Table 4.1.

![Fig. 4.6 Room temperature emission integral of CMA1 and PVK composites, with 1-(1/e) labelled as the characteristic luminescence lifetime.](image)

Fig. 4.6 presents time-resolved PL peak energy as a function of time for different concentrations at room temperature. Spectral migration is observed over the lifetime of the excited state, with migration rate dependent on dopant concentration. The spectral relaxation shifts on a logarithmic time scale with increasing concentration. This implies that the diffusion process takes place via the dopant, and via an electronic coupling between dopants that depends on distance, such as a Dexter-type transfer for triplets. [142] At high
Table 4.1 Luminescence lifetime and photoluminescence quantum efficiency (PLQE) of CMA1 in PVK host varying concentrations from 5 wt.% to neat CMA1 films. Luminescence lifetime was measured in vacuum with sample excited by 400 nm laser. Luminescence lifetime was determined by the time when the emission reaches 1-(1/e) of the total time-integrated emission, see 4.6. Errors on lifetime are around 50 ns. PLQE was measured in a nitrogen environment in an integrating sphere with sample excited by 405 nm laser of 1 mW power. PLQE was calculated based on the de Mello method.

<table>
<thead>
<tr>
<th>CMA1 in PVK</th>
<th>Luminescence Lifetime (ns)</th>
<th>PLQE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% CMA1</td>
<td>1040</td>
<td>67%</td>
</tr>
<tr>
<td>10% CMA1</td>
<td>1000</td>
<td>75%</td>
</tr>
<tr>
<td>30% CMA1</td>
<td>920</td>
<td>76%</td>
</tr>
<tr>
<td>50% CMA1</td>
<td>850</td>
<td>94%</td>
</tr>
<tr>
<td>80% CMA1</td>
<td>840</td>
<td>81%</td>
</tr>
<tr>
<td>100% CMA1</td>
<td>970</td>
<td>80%</td>
</tr>
</tbody>
</table>

dopant concentration, the peak position saturates to a constant value at long times. At low dopant concentration, migration is too slow for saturation to be observed before PL becomes undetectable.

Migration rates for both high and low concentration are reduced at low temperature, shown in Fig. 4.8 and Fig. 4.9 and steady state PL peak energies blue shift with decreasing temperature. The luminescence rate of CMA1 in PVK is strongly thermally activated above 120 K, increasing by nearly two orders of magnitude between 10 K and 300 K, with characteristic activation energy of 72 meV for 10% CMA1 and 76 meV for 80% CMA1, see Fig. 4.10 and Fig. 4.11. The total time-integrated luminescence increases with the same activation energy (Fig. 4.12), indicating that thermal activation is primarily of the radiative triplet decay rate. Calculations from thermally activated decay rates are shown in Eq. 4.1 and Eq. 4.2. The observed temperature dependence is consistent with the diffusion of triplet excitons, for example as reported in neat films of poly(p-phenylene) type conjugated polymers.[92]

\[
\begin{align*}
  k_{\text{decay}} = k_r + k_{nr} &= k_{r0}\exp\left(-\frac{E_{A1}}{k_B T}\right) + k_{nr0}\exp\left(-\frac{E_{A2}}{k_B T}\right) \\
  PL_{\text{total}} \propto PLQE &\propto \frac{k_r}{k_r + k_{nr}} = \frac{k_{r0}\exp\left(-\frac{E_{A1}}{k_B T}\right)}{k_{r0}\exp\left(-\frac{E_{A1}}{k_B T}\right) + k_{nr0}\exp\left(-\frac{E_{A2}}{k_B T}\right)} = PL_0\exp\left(-\frac{E_{A3}}{k_B T}\right)
\end{align*}
\]

where \(k_{\text{decay}}\) is the total decay rate of excitons, \(k_r\) is the radiative decay rate of excitons, \(k_{nr}\) is the non-radiative decay rate of excitons, \(k_{r0}\) is the radiative decay rate constant, \(k_{nr0}\) is
the non-radiative decay rate constant, $E_{A1}$ is the activation energy for the radiative decay, $E_{A2}$ is the activation energy for the non-radiative decay, $P_{\text{L, total}}$ is the total time-integrated emission, $P_{L0}$ is the total time-integrated emission constant, $E_{A3}$ is the activation energy for the total photoluminescence, $k_B$ is the Boltzmann constant, and $T$ is the temperature in Kelvin. Since we do not expect a significant temperature dependence of the excitation rate in the steady-state PL experiment, the total PL is assumed to follow the PLQE. For CMA1, the activation energies yielded from the PL decay and the total PL are quite close, so we can assume that the non-radiative decay rate varies little with temperature, and we denote this rate as a constant $c$. Since the total PL drops by two orders of magnitude between high and low temperatures, we require that $c$ is significantly larger than the the value of the radiative decay rate $k_r$ at low temperatures but significantly smaller than the value of $k_r$ at high temperatures.

Fig. 4.7 Room temperature time resolved PL peak energy of CMA1 in PVK at different concentrations to track the spectral diffusion. Lines are results of Monte Carlo simulation. Monte Carlo simulation was assisted by Lupeng Yang.

We model this behaviour by considering that spectral migration occurs via triplet diffusion through a disordered density of emitter states, as described by Movaghar et al.[93] By applying a Monte Carlo simulation of 3D triplet diffusion, we find that a Dexter-type dependency of hopping probability on intermolecular distance reproduces the observed concentration-dependent migration rate, with the long-time saturation of peak position occurring where triplets are able to relax to the tail of their density of states. We find that a fixed density of states for all concentrations is sufficient to model the trend observed,
Fig. 4.8 Cryogenic time resolved PL peak position of 10% CMA1 in PVK at 10 K, 150 K, and 300 K. Lines are results of Monte Carlo simulation. Monte Carlo simulation was assisted by Lupeng Yang.

Fig. 4.9 Cryogenic time resolved PL peak position of 80% CMA1 in PVK at 10 K, 150 K, and 300 K. Lines are results of Monte Carlo simulation. Monte Carlo simulation was assisted by Lupeng Yang.
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Fig. 4.10 Cryogenic emission integral of 10% CMA1 in PVK with $1/(1/e)$ labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Two activation energies are labelled, $E_A^k$ is extracted from the PL decay rate against temperature, and $E_A^{PL}$ is extracted from the integrated PL intensity against temperature.

Fig. 4.11 Cryogenic emission integral of 80% CMA1 in PVK with $1/(1/e)$ labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. The activation energy $E_A^k$ is extracted from the PL decay rate against temperature.
see Table 4.2. Moreover, we find that a Marcus-type activated hopping probability (Eq. 2.49 and Eq. 2.51) is required to reproduce the observed temperature dependence.[100] By fitting the experimental data, we extract a characteristic reorganisation energy $\lambda$ of 240 meV, corresponding to an activation energy of $E_a = \lambda / 4 = 60$ meV. We note that the trend observed cannot be reproduced using a Miller-Abrahams type hopping probability, which does not account for reorganisation.[92] Emission is in general from a non-equilibrium ensemble of triplet excited states, with restriction of triplet diffusion able to tune emission energy over a small (60 meV) range. Only at high dopant concentration and higher temperatures are photoexcited triplets able to relax to a quasi-equilibrium energy in the tail of the density of states within their emission lifetime.[35] Note that the steady state emission energy reflects the weighted time-integrated signal so that it contains contributions from across the DOS. At quasi-equilibrium in solid films, PL peak energies are within $\sim$10 meV of those observed in low polarity solvents (benzene, toluene), which we take as evidence that the tail of the density of states represents molecules close to the fully-relaxed $S_1$ geometry. The blueshift in steady state PL at decreased temperature results from the larger reduction in diffusion rate than the decrease in emission rate.

To explore the generality of this effect, Fig. 4.13 presents the dependence of steady state luminescence peak energy on CMA1 concentration for a range of polymer and small molecule host materials with high triplet energies, deposited as thin films from solution. For all hosts lacking a significant permanent electric dipole, calculated by DFT (B3LYP/6-31G**), a
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<table>
<thead>
<tr>
<th>CMA1 in PVK (300 K)</th>
<th>Mean energy (eV)</th>
<th>Deviation $\sigma$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% CMA1</td>
<td>2.427</td>
<td>0.048</td>
</tr>
<tr>
<td>10% CMA1</td>
<td>2.427</td>
<td>0.048</td>
</tr>
<tr>
<td>30% CMA1</td>
<td>2.427</td>
<td>0.048</td>
</tr>
<tr>
<td>50% CMA1</td>
<td>2.427</td>
<td>0.048</td>
</tr>
<tr>
<td>80% CMA1</td>
<td>2.427</td>
<td>0.048</td>
</tr>
<tr>
<td>100% CMA1</td>
<td>2.427</td>
<td>0.048</td>
</tr>
</tbody>
</table>

Table 4.2 Mean energy and standard deviation of density of states (DOS) input in Monte Carlo simulations of CMA1 in PVK concentration series at 300 K. These parameters correspond to the simulations in Fig. 4.7, with triplet states concentration being the only variable. The spectral diffusion becomes slower upon the dilution of CMA1, however, the relaxation stays relatively constant as the concentration changes from 100% to 5%. Note that as the concentration approaches 0, the simulation result quickly becomes a horizontal line.

<table>
<thead>
<tr>
<th>CMA1 in PVK (cryo)</th>
<th>Mean energy (eV)</th>
<th>Deviation $\sigma$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% CMA1 (10 K)</td>
<td>2.490</td>
<td>0.048</td>
</tr>
<tr>
<td>10% CMA1 (150 K)</td>
<td>2.445</td>
<td>0.048</td>
</tr>
<tr>
<td>80% CMA1 (10 K)</td>
<td>2.485</td>
<td>0.048</td>
</tr>
<tr>
<td>80% CMA1 (150 K)</td>
<td>2.450</td>
<td>0.048</td>
</tr>
</tbody>
</table>

Table 4.3 Mean energy and standard deviation of density of states (DOS) input in Monte Carlo simulations of 10% and 80% CMA1 in PVK at 10 K and 150 K. These parameters correspond to the simulations in Fig. 4.8 and Fig. 4.9. As temperature reaches 0 K, the excitation becomes trapped and the simulation energy approaches a constant.

A universal blue-shift is observed as concentration decreases, very close in magnitude to that observed in PVK. We interpret this as evidence that triplet diffusion between guest emitters is primarily limited by emitter spacing, and relatively insensitive to the nature of the intervening host. We likewise infer that molecular relaxation on the timescales of triplet emission plays only a minor role.

By contrast, we observe an additional shift in host molecules exhibiting permanent electric dipole moments, specifically bis(N-carbazolyl)benzene (mCP) with 1.4 D; bis[3,5-di(9H-carbazol-9-yl)phenyl]diphenylsilane (SimCP2) with 2.37 D; 9-(3-(9H-carbazol-9-yl)phenyl)-3-(diphenylphosphoryl)-9H-carbazole (mCPPO1) with 3.91 D and diphenyl-4-triphenylsilylphenyl-phosphine oxide (TSPO1) with 4.1 D.

Chemical structures, electric dipole moments and steady state photoluminescence spectra of these hosts are shown in Fig. 4.15 and Fig. 4.14. PS is polystyrene. Steady state luminescence energy increases markedly compared to non-polar host matrices for mCP and TSPO1,
with the trend of PL in mCP host consistent with that observed in electroluminescence by Conaghan et al.[132] The effect for larger host molecules SimCP2 and mCPPO1 is less pronounced. To understand the origin of this phenomenon, we focus on TSPO1, which produces the largest magnitude shift in this set.

![Graph](image)

**Fig. 4.13** Steady state PL peak energy of CMA1 in a range of hosts varying weight concentrations from 100% to 5%. 
Fig. 4.14 Steady state photoluminescence of various hosts in solid thin films. The films were spun from chlorobenzene solutions (20 mg/mL) in a nitrogen glovebox and measured by photoluminescence spectrometer, excited at 325 nm. The PL spectra of neat host molecules show that the blue shifted PL in host-guest composite films are from the guest emission, not from the host.
Fig. 4.15 Chemical structures and electric dipole moments of various small-molecule hosts. 4,4’–bis(N-carbazolyl)biphenyl (CBP); 1,3,5-Tris(N-carbazolyl)benzene (TCP); 1,3-bis(N-carbazolyl)benzene (mCP); bis[3,5-di(9H-carbazol-9-yl)phenyl]diphenylsilane (SimCP2); 9-(3-(9H-carbazol-9-yl)phenyl)-3-(diphenylphosphoryl)-9H-carbazole (mCPPO1); diphenyl-4-triphenylsilylphenyl-phosphine oxide (TSPO1). Molecular geometries and static dipole moments were calculated by DFT (B3LYP/6-31G**) with arrows indicating orientation of calculated dipole moments.
4.3.3 Organic polar molecule hosts and role of electrostatic interactions

Steady state absorption and photoluminescence spectra of CMA1 in TSPO1 host at various concentrations are shown in Fig. 4.16. As for PVK, the absorption of CMA1 in TSPO1 is dominated by parasitic host absorption and a weak scattering tail, which renders the exact absorption edge difficult to resolve. However, photoluminescence peak position shows a large blue shift compared to nonpolar hosts, from 2.39 eV for neat CMA1 films to 2.6 eV for 5:95 wt.% CMA1:TSPO1 films. PLQEs of these films are around 65% to 80%. Luminescence lifetime increases slightly from 0.97 µs (neat film) to 1.4 µs (5% CMA1), see Fig. 4.17 and Table 4.4. Low-temperature luminescence lifetime of 10% CMA1 in TSPO1 increases by approximately a factor of 50, from 1.3 µs at 300 K to 65 µs at 10 K, see Fig. 4.18. The same trend is seen at higher concentration; luminescence lifetime increases from 1.02 µs at 300 K to 66 µs at 10 K for 80% CMA1 in TSPO1 (Fig. 4.19). The activation energies extracted from the PL decay rate of 10% and 80% CMA1 in TSPO1 host are 79 meV and 77 meV, which are close to the values for PVK-hosted samples. Integrated PL intensity against temperature of 10% CMA1 in TSPO1 also yields the same activation energy as extracted from the PL decay rate, indicating that thermal activation still contributes primarily to the radiative triplet decay rate as shown in Fig. 4.20.

![Steady state absorption and photoluminescence of CMA1 in TSPO1 host at different concentrations.](image)

Fig. 4.16 Steady state absorption and photoluminescence of CMA1 in TSPO1 host at different concentrations. Excitation wavelength is 350 nm.
Table 4.4 Luminescence lifetime and photoluminescence quantum efficiency (PLQE) of CMA1 in TSPO1 host varying concentrations from 5 wt.% to neat CMA1 films. Luminescence lifetime was measured in vacuum with sample excited by 400 nm laser. Luminescence lifetime was determined by the time when the emission reaches 1-(1/e) of the total time-integrated emission, see Fig. 4.17. PLQE was measured in a nitrogen environment in an integrating sphere with sample excited by 405 nm laser of 1 mW power. PLQE was calculated based on the de Mello method.

<table>
<thead>
<tr>
<th>CMA1 in TSPO1</th>
<th>Luminescence Lifetime (ns)</th>
<th>PLQE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% CMA1</td>
<td>1400</td>
<td>65%</td>
</tr>
<tr>
<td>10% CMA1</td>
<td>1330</td>
<td>72%</td>
</tr>
<tr>
<td>30% CMA1</td>
<td>1190</td>
<td>78%</td>
</tr>
<tr>
<td>50% CMA1</td>
<td>1180</td>
<td>70%</td>
</tr>
<tr>
<td>80% CMA1</td>
<td>1010</td>
<td>75%</td>
</tr>
<tr>
<td>100% CMA1</td>
<td>970</td>
<td>80%</td>
</tr>
</tbody>
</table>

Fig. 4.17 Room temperature emission integral of CMA1 and TSPO1 composites, with 1-(1/e) labelled as the characteristic luminescence lifetime.

Monte Carlo modelling of concentration- and temperature-resolved emission spectra (Fig. 4.21, 4.22, 4.23) reveal that this shift has two components. The first is a thermally activated spectral migration, consistent with triplet diffusion via an activated hopping process, with characteristic reorganisation energy $\lambda = 240$ meV, the same as that observed for CMA1:PVK films. However, we are unable to reproduce the trend observed assuming a fixed density of
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Fig. 4.18 Cryogenic emission integral of 10% CMA1 in TSPO1 with 1-(1/e) labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Two activation energies are labelled, $E_{Ak}$ is extracted from the PL decay rate against temperature, and $E_{APL}$ is extracted from the integrated PL intensity against temperature.

$E_{Ak} = 79 \text{ meV}$

$E_{APL} = 73 \text{ meV}$

Fig. 4.19 Cryogenic emission integral of 80% CMA1 in TSPO1 with 1-(1/e) labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. The activation energy $E_{Ak}$ is extracted from the PL decay rate against temperature.

$E_{Ak} = 77 \text{ meV}$
Non-Chemical Control of Triplet Emission in Donor-Bridge-Acceptor Organometallics

Fig. 4.20 Integrated PL intensity plotted against temperature of 10% CMA1 in TSPO1. The integrated PL intensity is thermally activated and can be fitted by the Arrhenius equation. The activation energy extracted from the integrated PL intensity $E_{A,PL} = 73$ meV.

states. Instead, the mean energy of the Gaussian density of states varies with concentration, shifting up by 113 meV between neat film and 5% concentration at 300 K. At the same time, the distribution narrows by 25 meV. By examining the low-temperature spectral diffusion for both high and low concentration, see Fig. 4.22 and 4.23, it is clear that this effect becomes more pronounced at low temperature, shifting the PL spectra to higher energy. Parameters for Monte Carlo simulations are tabulated in Table 4.5 and 4.6.

<table>
<thead>
<tr>
<th>CMA1 in TSPO1 (300 K)</th>
<th>Mean energy (eV)</th>
<th>Deviation $\sigma$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% CMA1</td>
<td>2.540</td>
<td>0.023</td>
</tr>
<tr>
<td>10% CMA1</td>
<td>2.528</td>
<td>0.028</td>
</tr>
<tr>
<td>30% CMA1</td>
<td>2.515</td>
<td>0.036</td>
</tr>
<tr>
<td>50% CMA1</td>
<td>2.504</td>
<td>0.042</td>
</tr>
<tr>
<td>80% CMA1</td>
<td>2.490</td>
<td>0.044</td>
</tr>
<tr>
<td>100% CMA1</td>
<td>2.427</td>
<td>0.048</td>
</tr>
</tbody>
</table>

Table 4.5 Mean energy and standard deviation of density of states (DOS) input in Monte Carlo simulations of CMA1 in TSPO1 concentration series at 300 K. In contrast to the table above, both the Gaussian mean energy and width vary for different concentrations. These parameters correspond to the simulations in Fig. 4.21.
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Fig. 4.21 Room-temperature time-resolved PL peak energy of CMA1 in TSPO1 at different concentrations to track the spectral diffusion. Lines are results of Monte Carlo simulation. Monte Carlo simulation was assisted by Lupeng Yang.

Fig. 4.22 Cryogenic time resolved PL peak position of 10% CMA1 in TSPO1 at 10 K, 150 K, and 300 K. Lines are results of Monte Carlo simulation. Monte Carlo simulation was assisted by Lupeng Yang.
Fig. 4.23 Cryogenic time resolved PL peak position of 80% CMA1 in TSPO1 at 10 K, 150 K, and 300 K. Lines are results of Monte Carlo simulation. Monte Carlo simulation was assisted by Lupeng Yang.

<table>
<thead>
<tr>
<th>CMA1 in TSPO1 (cryo)</th>
<th>Mean energy (eV)</th>
<th>Deviation σ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% CMA1 (10 K)</td>
<td>2.620</td>
<td>0.028</td>
</tr>
<tr>
<td>10% CMA1 (150 K)</td>
<td>2.569</td>
<td>0.028</td>
</tr>
<tr>
<td>80% CMA1 (10 K)</td>
<td>2.558</td>
<td>0.044</td>
</tr>
<tr>
<td>80% CMA1 (150 K)</td>
<td>2.528</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Table 4.6 Mean energy and standard deviation of density of states (DOS) input in Monte Carlo simulations of 10% and 80% CMA1 in TSPO1 at 10 K and 150 K. These parameters correspond to the simulations in Fig. 4.22, and Fig. 4.23. As temperature reaches 0 K, the excitation becomes trapped and the simulation energy approaches a constant.

PXRD measurement indicates very little evidence of crystallisation of CMA1 in these TSPO1 composites (Fig. 4.24), though at low CMA1 concentration, weak host crystallisation features are observed. We therefore propose that the energetic shift is due to an electrostatic interaction between the large ground state electric dipole moment of CMA1 with the smaller host dipoles, leading to orientation of the latter during deposition. Previous work by Dos Santos et al. also showed that polar matrix is able to influence molecular conformation and shifts the energy of CT states. The effect is increased at low temperature, which we interpret as a reduction in thermal disorder. This solid-state solvatochromism leads to a stabilisation of the ground state, and a destabilisation of the excited state, as is observed.
in liquid solution. Unlike in solution, upon excitation the host dipoles are much less able to reorient, preserving the increased energetic splitting between the ground and excited states. As for low-polarity hosts, this is consistent with diffusion, rather than intramolecular relaxation, dominating spectral relaxation in the solid state. Consistent with this, we find no correlation with measured glass transition temperatures (which are > 100 °C for all hosts) or with molecular weight. An additional effect is the apparent narrowing of the density of states in the MC model, which requires some explanation. We consider that this is most likely an effect of the microstructure of low-concentration TSPO1 blends. The appearance of a weak TSPO1 crystallisation signal suggests an inhomogeneous local microstructure, which might reduce access to the full DOS and manifest as such a narrowing.

Fig. 4.24 PXRD patterns of: (a) neat CMA1; (b) 10 wt.% CMA1 in PVK; (c) 10 wt.% CMA1 in TSPO1; (d) 80 wt.% CMA1 in TSPO1 thin films. The intensity of X-ray scatter is presented on the same scale. The films were spun from chlorobenzene solutions (20 mg/mL) in a nitrogen glovebox. The feature around 20° in panel (c) is from TSPO1 host.
We thus conclude that of the 210 meV blue shift in steady-state luminescence observed between neat and dilute CMA1, approximately 60 meV arises from suppressed triplet diffusion and 150 meV arises from an electrostatic host-guest interaction. In addition to providing a mechanism by which emission peak energy may be controlled over a meaningful range, solid-state solvatochromism offers a means to tune the relative energies of excited states with differing charge-transfer character, and probe the underlying mechanism of triplet harvesting.

### 4.3.4 Coupling mechanism for triplet harvesting

Initial TD-DFT calculations of CMA1 using the PBE0 functional and def2-TZVP basis set, when referenced to experimental energies, suggested torsion leads to a crossing of the lowest singlet and triplet energies.[32] However, TD-DFT calculations using the more accurate MN15 functional, which does not suffer from the underestimation typical for TD-DFT reveal a different picture, predicting a significantly greater destabilisation of S\(_0\) by torsion, and a reduced stabilisation of S\(_1\), see Fig. 4.25, such that both the S\(_1\) − S\(_0\) and T\(_1\) − S\(_0\) energy gaps reduce as dihedral angle increases.[112] This is consistent with the combined DFT and multireference configuration interaction calculations of Föller and Marian, who find that while the S\(_1\) state is stabilised to a greater extent than T\(_1\) by contributions from doubly-excited configurations, this is insufficient in most circumstances to invert the spin states.[135] This work also concluded that T\(_1\) phosphorescence borrows oscillator strength from S\(_2\), and that coupling between S\(_1\) and T\(_1\) is spin-vibronic in nature. Subsequent work by Penfold et al. considered couplings from S\(_1\) to the lowest three excited triplet states and two nuclear degrees of freedom: torsion around the Au–N bond and the stretching mode of the same bond with the molecule in the relaxed S\(_1\) geometry.[134] This work concluded that indirect SOC (i.e. S\(_1\) − T\(_n\) − T\(_1\)) mediated by torsional motion may influence the rate of triplet harvesting. Taffet et al. in examining the structurally related Cu(I) analogue CMA2 concluded that ISC was likely most effective in a sterically constrained coplanar configuration, relying on a breaking of planar symmetry by distortion of the C-Cu-N central axis to allow coupling between S\(_1\) and T\(_1\).[136]

The underlying process coupling the T\(_1\) state to the singlet manifold is therefore unclear. We use the experimental results above to provide new insight to this question. While charge-transfer (CT) excited states show significant negative absorption solvatochromism, excited states localised to the donor and acceptor ligands (“LE” states) are insensitive to environmental polarisability, see Fig. 4.4 and 4.5. Upon dilution in TSPO1 host, the peak-to-peak energy difference between the lowest-lying emissive triplet localised to the carbazole donor (2.9 eV) (Fig. 4.26) and the CT triplet decreases from 510 meV to 300 meV. A similar
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analysis considering the shift in high-energy edge gives a range 190 meV to around 0 meV. Despite being brought substantially closer to resonance with the localised triplets, increased CT energy leads to a slight increase in emission lifetime, and no meaningful change in activation energy is observed (Fig. 4.28). We also find that excited state lifetime depends very weakly on whether or not a given excited molecule is structurally relaxed, with lifetime in dilute solid comparable to lifetime in dilute solution, see Table 4.7. Intersystem crossing (ISC) time measured using transient absorption spectroscopy is likewise insensitive to the increased CT energy, and is constant at around 5 to 6 ps, see Fig. 4.29.

Fig. 4.25 Energy diagram for CMA1 with various orientation between the planes of CAAC carbene and carbazole: planar (0°), twisted (45°) and rotated (90°). $S_0$ stands for ground state geometry; $S_1$ and $T_1$ are relaxed geometries for $S_1$ and $T_1$ excited states; $S_0@S_1$ stands for $S_0$ ground state with geometry of $S_1$ excited state; $S_0@T_1$ stands for $S_0$ ground state with geometry of $T_1$ excited state; $S_1@S_0$ stands for $S_1$ excited state with geometry of $S_0$ ground state; $T_1@S_0$ stands for $T_1$ excited state with geometry of $S_0$ ground state. All $S_0$ were calculated with DFT and excited states were calculated with time-dependent DFT (TD-DFT) using the MN15/def2-TZVP method. The energies were calculated by Prof. Mikko Linnolahti.
Fig. 4.26 Steady state photoluminescence of CMA1 in 2-MeTHF glass at 77 K. Structured PL is from the triplet localised to the carbazole donor ($^3\text{Cz}$). The reason is that, at room temperature, i.e. fluid solution, the polar 2-MeTHF glass molecules are able to organise around the large dipole moment of CMA1 to stabilise the ground state. However, at 77 K, the solvent molecules are frozen and rigid, which destabilises the CT excited states and thus shifts the energies higher than that of the carbazole triplet state ($^3\text{Cz}$).[130, 131] Solution was deoxygenated and sealed in a cuvette. Concentration is 1 mg/mL. The excitation wavelength is 350 nm. The spectrum was measured by Dr. Alex Romanov.

<table>
<thead>
<tr>
<th>CMA1 in solvent</th>
<th>Luminescence Lifetime (ns)</th>
<th>PLQE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMA1 in tol</td>
<td>1250</td>
<td>98%</td>
</tr>
<tr>
<td>CMA1 in CB</td>
<td>1100</td>
<td>98%</td>
</tr>
<tr>
<td>CMA1 in DCB</td>
<td>1000</td>
<td>95%</td>
</tr>
<tr>
<td>CMA1 in DMSO</td>
<td>1050</td>
<td>77%</td>
</tr>
</tbody>
</table>

Table 4.7 Luminescence lifetime and photoluminescence quantum efficiency (PLQE) of CMA1 in different solvents (1 mg/mL) deoxygenated and sealed in cuvettes. Luminescence lifetime was measured under 400 nm laser. Luminescence lifetime was determined by the time when the emission reaches 1-(1/e) of the total time-integrated emission. PLQE was measured in an integrating sphere with sample excited by 405 nm laser of 1 mW power. PLQEs were calculated based on the de Mello method. The values were measured by Jirawit Ratanapreechachai.
Fig. 4.27 Steady state PL peak energy of 10% and 80% concentration of CMA1 in TSPO1 and PVK host at different temperatures. PL blueshifts when decreasing the temperature.

<table>
<thead>
<tr>
<th>CMA1 composites</th>
<th>Estimated intersystem crossing (ISC) time (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 wt.% CMA1:TSPO1 25 µW</td>
<td>5.6</td>
</tr>
<tr>
<td>5 wt.% CMA1:TSPO1 50 µW</td>
<td>5.6</td>
</tr>
<tr>
<td>5 wt.% CMA1:TSPO1 100 µW</td>
<td>5.6</td>
</tr>
<tr>
<td>5 wt.% CMA1:TSPO1 170 µW</td>
<td>5.3</td>
</tr>
<tr>
<td>3 wt.% CMA1:TSPO1 160 µW</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Table 4.8 Estimated intersystem crossing (ISC) time extracted from Fig. 4.29.
Fig. 4.28 PL decay rate of 10% and 80% concentration of CMA1 in TSPO1 and PVK at different temperatures as a function of 1/Temperature. PL decay rate is the reciprocal of characteristic luminescence lifetime from cryogenic emission integral. The fitted curves yield activation energies: $E_A (10\% \text{ CMA1} + \text{TSPO1}) = 79 \text{ meV}$, $E_A (80\% \text{ CMA1} + \text{TSPO1}) = 77 \text{ meV}$, $E_A (10\% \text{ CMA1} + \text{PVK}) = 72 \text{ meV}$, $E_A (80\% \text{ CMA1} + \text{PVK}) = 76 \text{ meV}$. 
Fig. 4.29 (a) - (d) Transient absorption (TA) colour map of 5 wt.% CMA1 in TSPO1 films under various pump power, 25 µW, 50 µW, 100 µW, and 170 µW; (e) 3 wt.% CMA1 in polystyrene film under 160 µW pump power. The initial excited state absorption associated with singlet is located at 680 nm, which fades away at early times around 5 to 6 ps. The narrower peak located at 645 nm is associated with triplet, which exists at longer timescale. The intersystem crossing (ISC) time of each sample is estimated by the crossover of singlet and triplet kinetics, and is summarised in Table 4.8. These transient absorption (TA) measurements were performed by Antti Reponen.
To establish a framework for interpreting these observations, we consider a simplified version of the chromophore which has C\textsubscript{2v} symmetry\cite{144}, with reference to molecular orbital calculations summarised in Fig. 4.30, Fig. 4.31 and Table 4.9. From an examination of symmetry arguments, the locally excited carbazole state (≈ HOMO to LUMO+3) transforms as A\textsubscript{1} in the C\textsubscript{2v} point group, the same irrep as the S\textsubscript{1} and T\textsubscript{1} states. In C\textsubscript{2v}, the molecular rotations (and therefore the SOC operator) transform as all irreps except A\textsubscript{1}. When the CMA chromophore is completely planar or twisted at 90 degrees (both of which correspond to approximate C\textsubscript{2v} symmetry), there can therefore be no direct SOC between S\textsubscript{1} and T\textsubscript{1}, and nor can there be any indirect SOC via the Cz(LE) state (referred to as LE\textsubscript{1}).

Since there can be no direct coupling (and therefore RISC) in this idealised picture, further coupling has to be included in the model. One possibility is mixing via higher-lying states which transform as irreps other than A\textsubscript{1}. The ligand-centred state corresponding to ≈ HOMO-3 to LUMO (referred to as LE\textsubscript{2}) transforms as B\textsubscript{2} and therefore its triplet form can mix with S\textsubscript{1}. Similarly, the state formed by a predominantly HOMO-1 to LUMO transition is predominantly of CT character (referred to as CT\textsubscript{2}) and transforms as B\textsubscript{1}, thus its triplet form can interact with S\textsubscript{1} via SOC. In order for LE\textsubscript{2} and CT\textsubscript{2} to mix with T\textsubscript{1} there would need to be vibronic symmetry breaking, for LE\textsubscript{2} a B\textsubscript{2} mode and for CT\textsubscript{2} a B\textsubscript{1} mode. It is impossible to state for certain without calculation which of these interactions is stronger or more likely to contribute to SOC and therefore delayed fluorescence. However, the insensitivity of the photophysics to the energy of the CT states relative to the LE states suggests that the interaction could be via CT\textsubscript{2}, which will be perturbed by electrostatic environment similarly to S\textsubscript{1}.

In addition, upon descending from C\textsubscript{2v} (the symmetry of the model chromophore) to C\textsubscript{3} (the symmetry of the actual chromophore) B\textsubscript{1} descends to A’; as does A\textsubscript{1}, whereas A\textsubscript{2} and B\textsubscript{2} descend to A”. This suggests that in the reduced symmetry of the true chromophore then CT\textsubscript{2} may be more able to couple with T\textsubscript{1} than LE\textsubscript{2}. While these arguments consider interactions via the triplet forms of LE\textsubscript{2} and CT\textsubscript{2}, similar arguments also hold for interactions via the singlet forms, though this is in reality less likely due to larger energy separation. An alternative mechanism for coupling to occur between states of CT character could be vibronically allowed SOC, particularly since calculation suggests emission may result from a configuration involving twisting around the carbene-metal-amide bond.\cite{145} In a partially twisted geometry (between 0 and 90 degrees) the idealised chromophore descends in symmetry to C\textsubscript{2} (and the full chromophore to C\textsubscript{1}), and S\textsubscript{1} and T\textsubscript{1} descend from A\textsubscript{1} to A. In this lower symmetry R\textsubscript{2} also transforms as A, meaning that in the twisted geometry there could be direct SOC between S\textsubscript{1} and T\textsubscript{1}, facilitating emission. This would also be consistent with the relative insensitivity of emission rate to host polarisability, since the S\textsubscript{1} − T\textsubscript{1} energy
gap is likely to be similar in range of host environments. We find little experimental evidence for beneficial coupling to LE states within energy range explored, which agrees with the “interference” effect predicted by Penfold et al.[134] This picture contrasts with several models for organic donor-acceptor emitters, where direct $S_1 - T_1$ coupling is assumed to be very weak and emission requires spin-vibronic coupling to LE triplets.[59, 146] Character tables for point group $C_{2v}$, $C_s$ and $C_1$ are summarised in Table 4.10, 4.11, 4.12.

![Molecular orbitals of CMA1 from DFT calculations](image)

Fig. 4.30 Molecular orbitals of CMA1 from DFT calculations, red/green corresponds to positive/negative sign of wavefunctions. The calculations were performed by Prof. Mikko Linnolahti.
Fig. 4.31 Charge transfer upon excitation, from blue region to red region. Orbital contributions to vertical excitations are summarised in Table 4.9. The calculations were performed by Prof. Mikko Linnolahti.
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<table>
<thead>
<tr>
<th>State</th>
<th>Energy (eV)</th>
<th>Main contributions</th>
<th>Oscillator strength</th>
<th>HONTO</th>
<th>LUNTO</th>
</tr>
</thead>
<tbody>
<tr>
<td>S₁</td>
<td>3.02</td>
<td>H→L 98%</td>
<td>0.1556</td>
<td>≈HOMO</td>
<td>≈LUMO</td>
</tr>
<tr>
<td>S₂</td>
<td>3.68</td>
<td>H-1→L 99%</td>
<td>0.0004</td>
<td>≈HOMO-1</td>
<td>≈LUMO</td>
</tr>
<tr>
<td>S₃</td>
<td>3.93</td>
<td>H-3→L 91%</td>
<td>0.0033</td>
<td>≈HOMO-3</td>
<td>≈LUMO</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H-6→L 2%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S₄</td>
<td>3.94</td>
<td>H→L+3 91%</td>
<td>0.0490</td>
<td>≈HOMO</td>
<td>≈LUMO+3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H-1→L+7 4%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>H→L+1 3%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S₅</td>
<td>4.03</td>
<td>H→L+1 95%</td>
<td>0.0035</td>
<td>≈HOMO</td>
<td>≈LUMO+1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H→L+3 3%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S₆</td>
<td>4.17</td>
<td>H→L+2 98%</td>
<td>0.0026</td>
<td>≈HOMO</td>
<td>≈LUMO+2</td>
</tr>
</tbody>
</table>

Table 4.9 Orbital contributions to vertical excitations (S₀ → S₁ - S₆). The calculations were performed by Prof. Mikko Linnolahti.

<table>
<thead>
<tr>
<th>C₂ᵥ</th>
<th>E</th>
<th>C₂(z)</th>
<th>σᵥ(xz)</th>
<th>σᵥ(yz)</th>
<th>Linear functions, rotations</th>
<th>Molecular states</th>
</tr>
</thead>
<tbody>
<tr>
<td>A₁</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>z</td>
<td>S₁, T₁, Cz(LE)</td>
</tr>
<tr>
<td>A₂</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>Rᵺ</td>
<td>ᴨSO</td>
</tr>
<tr>
<td>B₁</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>x, Rᵧ</td>
<td>CT₂, ᴨSO</td>
</tr>
<tr>
<td>B₂</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>y, Rₓ</td>
<td>LE₂, ᴨSO</td>
</tr>
</tbody>
</table>

Table 4.10 Character table for point group C₂ᵥ.[34]

<table>
<thead>
<tr>
<th>Cs</th>
<th>E</th>
<th>σᵦ</th>
<th>Linear functions, rotations</th>
<th>Molecular states</th>
</tr>
</thead>
<tbody>
<tr>
<td>A’</td>
<td>+1</td>
<td>+1</td>
<td>x, y, Rᶻ</td>
<td>S₁, T₁, CT₂</td>
</tr>
<tr>
<td>A’’</td>
<td>+1</td>
<td>-1</td>
<td>z, Rₓ, Rᵧ</td>
<td>LE₂</td>
</tr>
</tbody>
</table>

Table 4.11 Character table for point group Cs.[34]

<table>
<thead>
<tr>
<th>C₁</th>
<th>E</th>
<th>Linear functions, rotations</th>
<th>Molecular states</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>+1</td>
<td>x, y, z, Rₓ, Rᵧ, Rᶻ</td>
<td>S₁, T₁, ᴨSO</td>
</tr>
</tbody>
</table>

Table 4.12 Character table for point group C₁.[34]
4.3.5 Extension to other CMAs

This strategy for emission tuning and photophysical exploration does not rely on a particular emitter choice, the same approach can be extended to tune the emission of other charge-transfer emitters with a large ground-state dipole moment. In particular, we apply the same approach to emitters from the CMA family across the visible spectrum. Fig. 4.32 presents thin-film photoluminescence peak energies for CMA1 and structurally-related gold-bridged analogues: (CAAC)Au(3,6-di-tBucarbazole) (CMA4), (CAAC)Au(6-(tert-butyl)-3-(trifluoromethyl)-9H-carbazole) (CMA5), (CAAC)Au(10,11-dihydrodibenzo[b,f]azepin-5-ide) (CMA6) embedded in the TSPO1 host. We observe a universal blue shift of PL peak energies as concentration is reduced, with similar magnitude to that of CMA1, around 200 meV.

![Fig. 4.32](image)

Fig. 4.32 (A) Dependence of PL peak energy of various CMAs on the doping concentration in TSPO1 host. Photographs show photoluminescence of neat CMA1, CMA4, CMA5, and CMA6 and 5% weight concentration of CMAs in TSPO1 thin films under UV illumination. (B) Chemical structures of CMA1, CMA4, CMA5 and CMA6.

4.4 Conclusions

In summary, we have demonstrated a physical approach to modulate the CT triplet energy in a donor-bridge-acceptor type organometallic emitter CMA1. The CT energy can be tuned by around 200 meV via thermally activated diffusion and electrostatic interactions with host molecules. This shift leads to no meaningful change in intersystem crossing rate, slightly increased luminescence lifetime, and no significant change in thermal activation energy. The energy relaxation process was studied by Monte Carlo simulations, which show that
triplet diffusion can account for the experimental trends if modelled as a Marcus-type rate equation and the mean energy and width of the density of states responds to the variations of host-guest electrostatic interactions. We infer that structural relaxation is hindered in the solid state as we see little evidence for large-amplitude structural relaxation or host reorganisation occurring during the excited state lifetime. Tuning of CT energy provides an experimental approach to probe the triplet harvesting mechanism and the coupling between the T\textsubscript{1} and S\textsubscript{1} states. We find that for CMA1 there is likely to be no direct spin-orbit coupling between charge transfer states (S\textsubscript{1} and T\textsubscript{1}) and ligand-centred excited states localised to the carbazole, as they transform as the same irrep. However, higher-lying CT states (for example LUMO-1 to HOMO) can interact with S\textsubscript{1} and T\textsubscript{1}. From the insensitivity of CMA1 photophysics to CT energy, we suggest that CT–CT coupling contributes more significantly than CT–LE coupling, offering a design rule for the realisation of rapid triplet emission. We go on to show that solid-state solvatochromism may be applied to a range of gold-bridged CMAs, achieving a universal blue shift around 200 meV. Such an approach should be directly transferrable to other charge-transfer emitters with large permanent dipole moment, allowing host-guest interactions as a tool to tune electroluminescence in OLED devices over a significant range.
Chapter 5

Influence of Nuclear Reorganisation and Polarisation on Crystalline Carbene-Metal-Amide Photoemitters

5.1 Abstract

The nature of carbene-metal-amide (CMA) photoluminescence in the solid state is explored through spectroscopic and quantum-chemical investigations on a representative Au-centred molecule. The crystalline phase offers well-defined coplanar geometries, enabling the link between molecular conformations and photophysical properties to be unravelled. We show that a combination of restricted torsional distortion and molecular electronic polarisation blueshift the charge-transfer emission by around 400 meV in the crystalline versus the amorphous phase, through energetically raising the less-polar $S_1$ state relative to $S_0$. This blueshift brings the lowest charge-transfer states very close to the localised carbazole triplet state, whose structured emission is observable at low temperature in the polycrystalline phase. Moreover, we discover that the rate of intersystem crossing and emission kinetics are unaffected by the extent of torsional distortion. We conclude that more coplanar triplet equilibrium conformations control the photophysics of CMAs.

This work was published as Carbene-Metal-Amide Polycrystalline Materials Feature Blueshifted Energy yet Unchanged Kinetics of Emission - Jiale Feng, Elliot J. Taffet, Antti-Pekka M. Reponen, Alexander S. Romanov, Yoann Olivier, Vincent Lemaur, Lupeng Yang, Mikko Linnolahti, Manfred Bochmann, David Beljonne, Dan Credgington. Chemistry of Materials, 2020, 32, 4743-4753.
All the below work was carried out by myself except where stated. Dr. Elliot J. Taffet, Prof. Yoann Olivier, Dr. Vincent Lemaur, and Prof. David Beljonne performed the quantum-chemical simulations. Lupeng Yang carried out the Monte Carlo simulation code development. Dr. Alexander S. Romanov performed the molecular design and synthesis. Antti-Pekka M. Reponen carried out the solution transient absorption measurements.

5.2 Introduction

Carbene-metal-amides (CMA) are a large family of organometallic donor-bridge-acceptor emitters that are promising candidates for thin-film light-emitting diodes. CMA1, as the archetype of this group of molecules, employs a cyclic (alkyl)(amino) carbene (CAAC) acceptor and a carbazole (Cz) donor bridged by a gold (Au) atom, showing high photoluminescence quantum efficiency (80-90%) from states involving electron transfer from donor to acceptor, good chemical stability and fast intersystem crossing. The $\sigma$-donating nature of the carbene ligand leads to a large permanent electrostatic dipole moment in the ground state. Photoluminescence mainly occurs via the triplet charge-transfer (CT) state and is thermally activated, with characteristic activation energy around 70-80 meV and sub-microsecond characteristic emission lifetime in both solution-processed and sublimed devices at 300 K.

CMA1, in common with many CMA materials, exhibits an energetic minimum in the ground state with donor and acceptor ligands approximately coplanar, while the excited singlet minimum of the isolated molecule occurs when donor and acceptor ligands are approximately orthogonal, indicative of twisted-intramolecular-charge-transfer (TICT) character. A range of emission energies and conformations are therefore accessible between the ground-state and excited-state minima, because in the solid state the molecules encounter different steric and dielectric environments. Significant differences in the photophysics are hence expected when varying the environment of the molecules, as increasing torsion angle leads to reductions in oscillator strength, exchange energy and molecular symmetry. The search for next-generation electroluminescent materials requires that we understand the impact of these changes, in order to design materials with “ideal” photophysical characteristics. Such material design is predicated on resolving the interplay between emitter conformation and environmental embedding, which is the issue motivating this investigation.

Multiple models now exist for how torsional motion impacts triplet emission in TADF materials in general, and CMAs in particular. Föller and Marian suggested that coupling between $S_1$ and $T_1$ is dependent on molecular geometry, and at 300 K is spin-vibronic
in nature, while low-temperature phosphorescence involves direct spin-orbit coupling via an $S_2$ state.\[135]\] Further calculations by Penfold et al. concluded that indirect SOC (i.e. $S_1\rightarrow T_n\rightarrow T_1$) assisted by torsional motion impacts the rate of triplet harvesting.\[134]\] Taffet et al. found from multireference orbital-optimisation calculations that despite the fact that torsional motion is able to narrow the charge-transfer $S_1\rightarrow T_1$ energy gap, a concomitant decrease in oscillator strength and spin-orbit coupling occurs. They concluded that the distortion of the carbene carbon-metal-amide nitrogen central axis followed by carbene carbon-nitrogen bond stretching facilitates intersystem crossing (ISC).\[136]\] Current models of thermally-activated emission in organic materials suggest that orthogonal D-A groups are a necessary requirement for CT emission, and experimental evidence exists that restriction of torsional motion leads to a degradation in performance.\[151, 152]\]

Here we realise an experimental method to achieve polycrystalline thin films of CMA materials, allowing the link between geometry and photophysics to be probed directly by experiment. We find that torsional restriction together with molecular polarisation significantly blueshift the photoluminescence. In spite of this emission-energy blueshift, emission kinetics remain constant across material phases, a phenomenon we ascribe to the partially twisted nature of the triplet geometric optimum that remains accessible under conditions of frustrated nuclear reorganisation. On the other hand, the excited state singlet potential is modified significantly by crystallisation, such that its energetic minimum lies proximal to that of the nearly coplanar triplet. Thus, crystallisation pushes the density of emissive states closer to that of phosphorescent, carbazole-based, triplets. The photophysical behaviour, in turn, is largely unchanged in the solid state, dominated by the kinetics of spin crossover at more coplanar conformations associated with the relaxed triplet.

Consequently, we find a constant activation energy for delayed luminescence. We interpret this as corresponding to the exchange energy at a partially twisted triplet geometry. Thus, while the absolute value of emission energy is dependent on the environment, the relative energy between the lowest-lying singlet and triplet states, the exchange splitting, is determined by molecular conformation, and it is this splitting which primarily influences radiative triplet decay. Experimental spectroscopy and quantum chemistry are reconciled under the physical picture that constrained torsional distortion leads to a singlet minimum-energy conformation resembling that of the triplet, which appears unperturbed by the solid-state environment.
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5.3.1 Thin-film crystallisation

Although single crystals and crystalline powders offer well-defined geometries, they are typically optically thick and difficult to assess using thin-film characterisation techniques and unsuitable for incorporation into devices and device-like thin films. We therefore first describe a method to produce thin films of crystallised CMA1 hosted in a plasticising poly(ethyleneoxide) (PEO) matrix. PEO is a polar matrix with average dipole moment per repeat unit of around 1 D at 25 °C.[153] A range of PEO variants with weight-average molecular weight (Mw) from 2,000 to 8,000,000 Da were explored. The glass transition temperatures for PEO in this range of polymerisation are all below 0 °C, allowing it to act a thin-film plasticiser at ambient temperature.[154] For the structural and photophysical characterisation detailed below, we employed PEO with Mw of 100,000 Da since spin-cast films offer appropriate optical density (O.D.) for photophysical characterisations. Qualitatively similar results were obtained for all Mw in this range. CMA1 was mixed at 80 wt.% in PEO in chlorobenzene solution (20 mg/mL). Spin coating at 1,200 rpm for 40 seconds on fused quartz substrates (spectrosil) resulted in thin films exhibiting green photoluminescence. Upon annealing on a hotplate at 120 °C for 1 min, photoluminescence progressively shifts to the blue, with conversion to the blue-emitting phase essentially complete after 20 seconds at 120 °C, see Fig. 5.1. No regions of residual green emission are observed.

Fig. 5.2 presents the XRD pattern of as-cast and annealed CMA1 thin films. As-cast samples exhibit little diffraction signal, and we consider these to comprise largely amorphous material. After annealing, samples show strong diffraction peaks at 8.2°, 8.7° and 10.3° which match with diffraction peaks assigned to the (002), (100) and (101) planes in polycrystalline powder samples.[32] The crystalline phase corresponds to a largely coplanar geometry close to the ground-state minimum (torsion angle of 20°) with alternating head-to-tail alignment of CMA molecules. The PEO matrix also shows partial crystallisation after annealing, with two peaks at 19.2° and 23.4° as reported in literature and assigned to the (120) planes and overlapping reflections from the (032), (132), (142), (124), (204), and (004) planes.[155–158] We thus consider that the soft, polar, PEO environment enables nucleation and growth of CMA crystals to create a thin film of polycrystalline CMA1 embedded in an optically inert PEO matrix. Crystallisation can also be induced in other matrices under harsher experimental conditions and/or over longer times, as detailed in Table 5.1. We will henceforth refer only to CMA1 crystallised within a PEO matrix.

Non-resonant Raman spectra of as-cast and annealed CMA1:PEO samples are shown in Fig. 5.3. Since the molecular species are identical, spectral differences represent changes
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Fig. 5.1 Pictures show the crystallisation of 80 w.t% CMA1 in polymer matrix PEO(100,000) (right), for comparison with neat CMA1 thin film (left). Two films are placed on the hotplate at 120 °C and under UV light. (A) is taken before crystallisation, at 0 s; (B) is taken when the crystallisation is complete, at 20 s.

<table>
<thead>
<tr>
<th>CMA1 composites</th>
<th>Annealing condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neat CMA1</td>
<td>175 °C, 10 min</td>
</tr>
<tr>
<td>80 wt.% CMA1 in PVK</td>
<td>225 °C, 10 min</td>
</tr>
<tr>
<td>80 wt.% CMA1 in PS</td>
<td>200 °C, 10 min</td>
</tr>
<tr>
<td>80 wt.% CMA1 in PVA</td>
<td>175 °C, 10 min</td>
</tr>
<tr>
<td>80 wt.% CMA1 in PEO</td>
<td>120 °C, 20 s</td>
</tr>
</tbody>
</table>

Table 5.1 Annealing conditions for crystallisation in different CMA1:polymer composites. PVK: poly(vinylcarbazole); PS: polystyrene; PVA: poly(vinylalcohol); PEO: poly(ethyleneoxide).

in vibrational freedom within different forms. Low-frequency rotation between donor and acceptor is revealed at low Raman shift peaks (< 200 cm⁻¹), which sharpen significantly in the crystalline phase. We interpret this as a decrease in conformational disorder associated with crystallisation. Just as important as the conformational restriction is the dynamic polarisation
Fig. 5.2 X-ray diffraction of crystalline and amorphous CMA1. Three distinct peaks appear at 8.2°, 8.7° and 10.3°. The inset shows weak crystallisation of annealed PEO(100,000) with two peaks at 19.2° and 23.4°.

Fig. 5.3 Raman spectra of crystalline and amorphous CMA1. Raman shift below 200 cm\(^{-1}\) is magnified. Films were drop cast from CMA1 chlorobenzene solution (20 mg/mL) mixing with 20 wt.% PEO (Mw 100,000 Da) in a nitrogen glovebox, followed by annealing at 120 °C for 1 min to crystallise.
conferred by the induced dipoles of surrounding CMA1 molecules in the solid state. The unique environment conferred by crystallisation manifests in Raman intensity reduction of the carbene-nitrogen bond-stretching mode ($\sim 1500$ cm$^{-1}$), complemented by enhancement of the carbene bending modes at $\sim 1000$ and $\sim 1300$ cm$^{-1}$. As such, the environment non-trivially influences the molecular polarisability tensor, meaning that considerations of molecular relaxation must be coupled with considerations of the surrounding environment.

### 5.3.2 Steady-state spectroscopy investigations

Fig. 5.4 presents the steady-state absorption and photoluminescence (PL) spectra of amorphous and crystallised CMA1 thin films, and CMA1 in toluene solution. The broad absorption peak at around 390 nm for films and 405 nm for solution represents direct excitation to the singlet charge-transfer (CT) state while higher-energy peaks are associated with CAAC/Cz locally excited (LE) states and their vibronic progressions: 370 nm (short-axis-polarised Cz transition), 305 nm (long-axis-polarised Cz transition), and 270 nm (transitions from both CAAC acceptor and Cz donor).

In the crystalline phase, the oscillator strengths of intraligand transitions at 305 nm and 270 nm are highly suppressed. This is consistent with the short-axis-polarised Cz singlet at 370 nm transition inheriting oscillator strength from the linear on-axis anti-alignment of CMA1 dipoles in this phase. In addition, the CT absorption feature narrows, consistent with a reduction in both conformational and electrostatic disorder leading to a narrower density of states (DOS). The photoluminescence peak of CMA1 in toluene solution is around 525 nm, in amorphous film around 520 nm, and in crystallised film 450 nm. The crystalline phase therefore exhibits a substantial blueshift of 400 meV relative to the toluene solution and 370 meV relative to the amorphous film. This blueshifted emission in the crystalline phase was also observed in other organic emitters.[159] The Stokes shift, measured from CT absorption to CT emission, which represents twice the reorganisation energy induced by conformational relaxation from $S_1$ to $S_0$ in a harmonic picture of potential energy surfaces, decreases from 0.7 eV in solution to 0.44 eV in crystal. This implies smaller structural changes in the crystal during the excited-state relaxation process. The emission spectrum of crystalline material shows negligible contribution from the green-emitting amorphous phase. The photoluminescence quantum efficiency (PLQE) of crystallised thin film is 55%.

### 5.3.3 Time-resolved spectroscopy investigations

Fig. 5.5 shows the room temperature time-resolved photoluminescence peak energy and integrated emission with time. The energy offset between the amorphous and crystalline CMA1
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Fig. 5.4 Steady-state absorption and normalised photoluminescence spectra of CMA1 in toluene solution (1 mg/mL), amorphous and crystalline CMA1 thin films. Excitation wavelength is 350 nm.

is large, around 350 meV before 4 µs, beyond which PL of the crystalline sample rapidly redshifts to an amorphous-like emission energy. We interpret this as a small contribution to emission from remnant non-crystalline CMA1 that might be initially photoexcited, leading to a long-lived tail in cumulative counts after 4 µs. The long lifetime of this emission implies that molecular conformations exist in the amorphous sample that are detrimental to rapid triplet harvesting, and that these are absent in the purely crystalline phase.

Fig. 5.6 presents the normalised emission kinetics. By monoexponential fitting to the blue region (5 ns – 4000 ns) in emission kinetics, a luminescence lifetime of 1.05 µs is yielded for crystalline CMA1 at room temperature, and 0.79 µs for the amorphous phase. By comparison, emission kinetics in deoxygenated toluene solution are monoexponential with lifetime 1.1 µs. Energy relaxation to a quasi-equilibrium within the DOS is observed for solid samples, with the degree of relaxation smaller for crystalline CMA1 (around 93 meV compared to 136 meV in amorphous films, see Fig. 5.5. This indicates a narrower DOS for crystalline films, consistent with absorption and Raman spectroscopy. A broad excited-state DOS may originate from both variations in molecular conformation, and from the relative polarisation of the environment around individual chromophores, which varies with their separation and relative orientation.[133] In amorphous films, these parameters are randomly distributed, resulting in a Gaussian distribution of polarisation-induced energy shifts.
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Fig. 5.5 Room temperature time-resolved photoluminescence peak energy of amorphous and crystalline CMA1 to track the spectral diffusion. Solid lines are results of Monte Carlo simulation. Dotted lines are room temperature emission integral.

Fig. 5.6 Normalised delayed emission kinetics with monoexponential fits to crystalline and amorphous CMA1 within the 5 – 4000 ns time range. Lifetimes of 1.05 µs and 0.79 µs are yielded respectively for the crystalline and amorphous phases.
At low temperature, characteristic luminescence lifetimes (taken for cumulative emission to reach 63% \((1-(1/e))\) of the total) increase by approximately a factor of 50 for both crystalline and amorphous CMA1, from 1.6 µs to 94.2 µs for crystalline and 0.97 µs to 60.2 µs for amorphous samples at 10 K, see Fig. 5.7 and Fig. 5.8. The activation energies extracted from an Arrhenius fit to PL decay rate of both samples are similar, 65 meV and 69 meV, as shown in Fig. 5.9. This value agrees nicely with the computed exchange splitting of 71 meV at the CMA1 triplet optimised geometry from state-averaged multireference orbital optimisation. Note that the characteristic activation energies inferred from the integrated PL intensity show a lower value for the crystallised sample of 42 meV compared to 68 meV for the amorphous sample, indicating an interplay between thermally activated radiative and nonradiative decay rates for the crystalline sample.

![Fig. 5.7 Cryogenic emission integral of crystalline CMA1 film at a temperature series with \((1-(1/e))\) labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Extracted PL decay rates correspond to the data points in Fig. 5.9.](image)

PL from the CT state blueshifts with decreasing temperature, consistent with a narrowing of the thermally broadened DOS toward coplanar conformers, a reduction in electrostatic disorder due to thermal motion, and arrested spectral relaxation, see Fig. 5.10. Below 150 K, the blueshift of the CT state in crystalline material uncovers structured emission, which we assign to phosphorescence from triplets localised to the carbazole ligand, see Fig. 5.11. By comparison to structured phosphorescence observed in frozen MeTHF (Fig. 4.26), we estimate the localised carbazole triplet energy to be approximately 2.95 eV above the ground
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Fig. 5.8 Cryogenic total emission integral of neat amorphous CMA1 film at a temperature series with 1-(1/e) labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Extracted PL decay rates correspond to the data points in Fig. 5.9.

By contrast, in amorphous CMA1, the carbazole triplet cannot be accessed from the relaxed CT state, and no structured emission is observed even at low temperature, see Fig. 5.12. The presence of parasitic emission from the localised carbazole triplet precludes direct comparison of CT phosphorescence rates between crystalline and amorphous samples.

Turning to triplet dynamics, the spectral migration shown in Fig. 5.5 and Fig. 5.10 is modelled by considering a Monte Carlo simulation of 3D triplet diffusion through a Gaussian density of states, as described by Movaghar et al.[93] To reproduce the trends observed, the width of the amorphous-phase DOS (48 meV) is found to be larger than for the crystalline phase (30 meV), as expected. A Marcus-type activated hopping probability (Eq. 2.49 and Eq. 2.51 [100]) is required to reproduce the observed temperature dependence, and yields a lower characteristic reorganisation energy ($\lambda$) of 140 meV for transport in the crystalline phase, corresponding to an activation energy of $E_a = \lambda / 4 = 35$ meV, compared to 240/60 meV in the amorphous phase. The input for the Monte Carlo simulation is tabulated in Table 5.2.

Fig. 5.13 (a), (b), and (c) present the transient absorption (TA) spectra of CMA1 in toluene (1 mg/mL), neat amorphous CMA1 film, and crystalline CMA1 picosecond-nanosecond time scales. Consistent with previous analyses, we assign the early-time photo-induced absorption (PIA) feature to photogenerated singlets, and the later-time PIA feature to triplets formed.
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Fig. 5.9 PL decay rate and integrated PL intensity of crystalline and amorphous CMA1 at different temperatures as a function of 1/Temperature. PL decay rate is the reciprocal of characteristic luminescence lifetime from the cryogenic emission integral. Fitting an Arrhenius-type model to the data (lines) yields activation energies: $E_{Ak}$ (crystalline) = 65 meV, $E_{APL}$ (crystalline) = 42 meV, $E_{Ak}$ (amorphous) = 69 meV, $E_{APL}$ (amorphous) = 68 meV.

Fig. 5.10 Cryogenic time-resolved PL peak position of crystalline CMA1 at 10 K, 150 K, and 300 K. Lines are results of Monte Carlo simulation.
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Fig. 5.11 Temperature dependent steady-state photoluminescence of crystalline CMA1 film. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Laser excitation is at 400 nm, below which the spectra were cut off. In order to uncover structured localised emission, the 425-nm long-pass filter was not applied.

<table>
<thead>
<tr>
<th>Samples (Temperature)</th>
<th>Mean energy (eV)</th>
<th>Deviation $\sigma$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amorphous CMA1 (300 K)</td>
<td>2.427</td>
<td>0.048</td>
</tr>
<tr>
<td>Crystalline CMA1 (300 K)</td>
<td>2.703</td>
<td>0.03</td>
</tr>
<tr>
<td>Crystalline CMA1 (150 K)</td>
<td>2.773</td>
<td>0.03</td>
</tr>
<tr>
<td>Crystalline CMA1 (10 K)</td>
<td>2.828</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 5.2 Mean energy and deviation of density of states (DOS) input in Monte Carlo simulations of amorphous CMA1 at 300 K, and crystalline CMA1 at 300 K, 150 K and 10 K. These parameters correspond to the simulation in Fig. 5.5 and Fig. 5.10.

following intersystem crossing.[32] In solution, the edge of a stimulated emission can also be observed, which shares kinetics with the singlet. The energy and oscillator strength of PIAs in this spectral range vary in each phase. Fig. 5.13 (d) and Fig. 5.14 show the normalised decomposed singlet and triplet kinetics in each phase. The intersystem crossing (ISC) time of each sample is estimated from the crossover of singlet and triplet kinetics and is found to be identical, within experimental error, at around 5 ps in all phases.
Fig. 5.12 Temperature dependent steady-state photoluminescence of neat amorphous CMA1 film. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Laser excitation is at 400 nm and the 425-nm long-pass filter was applied.
Fig. 5.13 Room temperature transient absorption spectra of (a) CMA1 in toluene at 1 mg/mL, (b) neat amorphous CMA1 film, and (c) crystalline CMA1 film on picosecond-nanosecond time scales. The intensity is shown in $\Delta T/T$, the fractional change in transmission. Samples were pumped at 400 nm under 120 µW pump power for films and 100 µW for solution. (d) presents the normalised decomposed singlet kinetics of solution, amorphous and crystalline phases. The intersystem crossing time of each sample is estimated by the crossover of singlet and triplet kinetics labelled by spots, around 5 ps for all samples. Solid lines are a guide to the eye. The triplet growth kinetic is not included for clarity. Full kinetics are shown in Fig. 5.14. The solution TA experiment was performed by Antti Reponen.
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Fig. 5.14 Kinetics of singlet and triplet species deconvoluted from transient absorption spectra in Fig. 5.13 of (a) CMA1 in toluene (1 mg/mL), (b) neat amorphous CMA1 drop-cast film, and (c) crystalline CMA1 drop-cast film. Singlet and triplet species are both normalised. Solid lines are a guide to the eye. The intersystem crossing (ISC) time of each sample is estimated by the crossover of singlet and triplet kinetics labelled by spots, around 5 ps for all samples. Spectral deconvolution is achieved by isolating co-varying regions of the TA spectra by iterative application of a genetic algorithm (GA). The full details of this approach is described in reference.[160, 161] Singular value decomposition of the TA maps reveal two dominant components. As such, the genetic algorithm was restricted to find two independent time-varying species. The solution TA experiment was performed by Antti Reponen.
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5.3.4 Computational simulations

To understand these results, we turn to quantum-chemical simulations of the CMA1 crystal environment. The crystal environment constitutes long-range order with intermolecular packing representative of a thermodynamic minimum-energy configuration of ground-state molecules, which can be approximated as a cluster of molecules with relative orientation determined by the crystal structure. We therefore consider a cluster with an embedded CMA1 molecule flanked on either side of a one-dimensional array by anti-aligned CMA1 dipoles and packed in other dimensions by neighbouring molecules in the cell as shown in Fig. 5.15. Incorporating this environment of molecules leads to physical hindrance of intramolecular torsion (a classical effect) and electronic polarisation of the excitations (a quantum effect) in the embedded CMA1 molecule, combining to blueshift the $S_1 - S_0$ transition energy, as described below.

![Fig. 5.15 Illustration of a molecular cluster used to simulate the crystal environment where an embedded CMA1 molecule is flanked on either side of a one-dimensional array by anti-aligned CMA1 dipoles and packed in other dimensions by neighbouring molecules in the cell. The simulation was performed by Dr. Elliot Taffet.](image)

**Conformational frustration in the crystal**

$S_1$-state geometry optimisation was performed either in the vacuum phase or in the crystalline environment. In the latter case, an embedding Quantum-Mechanics/Molecular-Mechanics (QM/MM) scheme was applied to account for possible frustration effects in the solid. The geometry optimisations alone suggest that photoluminescence blueshifting may be due in part to hampered nuclear reorganisation, restricted intramolecular torsion caused by the steric hindrance within the CMA1 crystalline cluster. While full rotation to an orthogonal
torsional angle is predicted for a single-molecule $S_1$ state optimisation in the gas phase, a retention of effective coplanarity (around 20° torsional angle) is instead obtained for the $S_1$ geometry of CMA1 in its simulated cluster environment. Frustrated torsion manifests as a stagnation of the $S_1$−$T_1$ energy gap following bond stretching within the initial optimisation steps leading to the converged geometry. Thus, the energetic stabilisation initially appears equivalent in the crystal and vacuum phases before diverging upon activation of torsional modes in the vacuum, which relaxes the $S_1\, (^1\text{CT})$ state to the point of effective degeneracy with the $T_1\, (^3\text{CT})$ state. This is in contrast to the finite, albeit small, $S_1$−$T_1$ energy gap retained throughout crystal-phase $S_1$ optimisation. Moreover, the oscillator strength remains non-negligible in the minimum-energy conformation of the crystal $S_1$ state. In contrast, the oscillator strength is diminished to essentially zero following torsion in the vacuum optimisation. Ultimately, the (simulated) loss of additional reorganisation energy from the suppressed torsional degrees of freedom raises the $S_1$ energy relative to that of $S_0/T_1$ at an emissive geometry featuring enhanced $S_1$−$S_0$ oscillator strength.

**Electronic polarisation in the crystal**

Due to a more pronounced dipole moment in the ground-state electronic configuration, the polarisation energy from the surrounding CMA1 environment also leads to blueshifted emission. The polarisation energy was simulated in molecular clusters extracted from the crystalline phase and a full quantum-chemical model was adopted, combining the Tamm-Dancoff-Approximate Time-Dependent Density Functional Theoretical (TDA-DFT) framework with a long-range asymptotically correct LC-$\omega$-PBE tuned DFT functional.[162–164] It is indeed critical to include the dynamic (electronic) polarisation response of the ‘solute’ to the varying ground- or excited-state charge distribution of the surrounding ‘solvent’ and this requires either a polarisable classical force-field or a full quantum treatment, which is preferred here. The TDA-DFT/LC-$\omega$-PBE results in Table 5.3 agree with experiment on two major fronts. First, the emission-energy result in the vacuum phase (1.92 eV, 646 nm) bounds the experimental dilute-solution emission energy from below, understandable in light of the destabilising effect a polarisable solvent has on emission relative to having no polarisable environment at all. Second, the computed blueshift in the crystal emission energy (2.84 eV, 436 nm) of 0.92 eV positions the crystal emission spectrum within the blue colour range as observed experimentally.
Table 5.3 Emission Energy and Colour in the Simulated Crystal Phase Compared to Vacuum at the TDA(LC-ω-PBE/def2-SVP) Level of Theory. The Simulation was Performed by Dr. Elliot Taffet.

<table>
<thead>
<tr>
<th>System/Geometry</th>
<th>Emission energy (eV)</th>
<th>Emission energy (nm)</th>
<th>Emission colour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal / $S_1$</td>
<td>2.84</td>
<td>436</td>
<td>Dark blue</td>
</tr>
<tr>
<td>Vacuum / $S_1$</td>
<td>1.92</td>
<td>646</td>
<td>Reddish orange</td>
</tr>
</tbody>
</table>

The amorphous phase

In between the crystal and solution results is the amorphous-phase emission peak energy that can be thought of as emission from an ensemble of rotamers due to the conformational disorder inherent to kinetic, rather than thermodynamic, control of this phase. Here, force-field Molecular Dynamics (MD) simulations were used to sample the conformational space explored by the molecules in a completely amorphous solid. Room-temperature MD simulations suggest that the molecules can adopt a broad distribution of torsion angles in the ground state, directly reflecting the inhomogeneous environment and lower density of the amorphous phase ($\sim 1.37$ g/cm$^3$, compared to 1.53 g/cm$^3$ in the crystal). Excited-state geometric relaxation was performed considering the limiting cases of either orthogonal or coplanar orientations. The corresponding lower and upper bounds of the broadened $S_1$ amorphous-phase emission can then be straightforwardly ascertained by considering spherical clusters of physically reasonable density surrounding a central embedded molecule constrained to that conformation. The simulation results indicate that these extrema, computed to be at 2.38 eV for the orthogonal orientation and 2.76 eV for the coplanar orientation, fill the gap between the solution- and crystal-phase emission peak energies. The slightly smaller transition energy (2.76 v.s 2.84 eV) obtained for the planar molecule in the amorphous versus crystalline films provides a direct measure for the reduced electrostatic stabilisation associated with the lower density in the amorphous phase. From these simulations, it is apparent that a combination of geometric (conformational) control and enhanced polarisation energy in the ordered crystalline phase lead to the most pronounced photoluminescence blueshift. We note that the extent of polarisation-induced $S_1 - S_0$ energetic blueshift determines the viability of $S_1 - T_{C_2}$ population transfer, where $T_{C_2}$ is the carbazole-centred LE triplet state, since polarisation pushes the $S_1$ state closer in energy to the marginally affected locally excited triplet that represents $T_2$ in the quantum-chemical calculations.
Energy landscape for direct and reverse intersystem crossing

Nuclear reorganisation in the crystalline singlet excited state (a 21.5° out-of-plane twist) is found to differ negligibly from that in the crystalline/vacuum triplet excited state (19.5°/26.5°) due to torsional restriction. In other words, the potential minimum of S\(_1\) is pushed closer to that of T\(_1\) in the crystalline phase (averting decreased direct S\(_1\)−T\(_1\) spin-orbit coupling). A triplet reorganisation energy for exciton diffusion λ = 0.1 eV, taken as half the excitation-energy difference of S\(_0\)−T\(_1\) at the ground-state and excited-state geometries, is recovered. This value is in agreement with the experimental result of 0.14 eV and is an anticipated underestimation, given the outstanding nuclear reorganisation in T\(_1\) that is not considered from minimising S\(_1\). It should be mentioned that this reorganisation energy is attributable mostly to intramolecular bond-stretching modes that are active in all environments. Moreover, when considered alongside the similar activation energies measured for crystal-phase and amorphous-phase emission, this result strongly suggests that complete torsional distortion to achieve the largest reorganisation energy of 0.4 eV (as computed for S\(_1\) at the orthogonal minimum-energy geometry) is not necessary for TADF.

Furthermore, not only is such a large-amplitude change in the torsion angle not required but it is also very much undesired, as the direct spin-orbit coupling (SOC) matrix element \(\langle S_1|\hat{H}_{SO}|T_1 \rangle\) driving RISC is substantial (∼4 cm\(^{-1}\)) at the close-to-planar triplet geometry[165, 166], which possesses relatively low symmetry, but decreases by a factor ∼20 in the higher symmetry orthogonal configuration[136], in line with theoretical prediction.[133, 144] This dramatic reduction in direct S\(_1\)−T\(_1\) SOC is fully consistent with El-Sayed’s rule and the fact that the states involved should have different spatial wavefunctions for the total (angular plus spin) momentum to be conserved. This turns out to be the case in the sterically constrained solid-state environments but would not be the case for fully twisted molecules. We thus conclude that a partial twist on the triplet potential leads to reverse intersystem crossing without an energetic spin-state inversion, in line with the theoretical prediction by Föller, Marian and Penfold.[134, 135]

The T\(_1\) reorganisation energy, computed to be 0.1 eV, not only leads to a narrower energy gap between the relaxed T\(_1\) state of the embedded molecule and neighbouring molecular triplets, thereby facilitating triplet diffusion, but also leads to a narrowed gap between the relaxed S\(_1\) state and the T\(_{C2}\) carbazole triplet on the same embedded molecule. As such, we propose a bifurcation of S\(_1\) population into T\(_1\) and T\(_{C2}\) population at the relaxed crystalline S\(_1\) geometry, as summarised in Fig. 5.16. Frustrated nuclear reorganisation and molecular polarisation lead to an S\(_1\) computed emission energy of 2.84 eV, 0.17 eV above the T\(_1\) state (2.67 eV) and 0.26 eV below the T\(_{C2}\) state (3.10 eV). As thermally activated delayed fluorescence in the crystal suggests that a ∼0.2 eV energy gap can be surmounted, the likely
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In summary, we developed a method to crystallise CMA1 compounds in-situ using a polar, low glass-transition-temperature matrix and achieved nearly complete crystallisation of the entire thin film. Consequently, we are able to explore the impact of molecular geometry in a controlled manner, contrasting intersystem crossing and emission from constrained coplanar geometries with the behaviour of relaxed rotamers. We find that in the crystalline phase,

reason for isolated $T_{Cz}$ emission in the crystal is kinetic trapping stemming from constrained coplanarity. At the limit of completely hampered torsional distortion, quantum-chemical calculations suggest that $T_{Cz}$ phosphorescence may appear spectrally “uncovered” below the $S_1$ emission energy. This $T_{Cz}$ state is a local excitation polarised along the carbazole long axis, leading to a large exchange splitting from the $\sim$305 nm singlet excitation in the solid state.

Fig. 5.16 Summary of CMA1 phase-dependent photophysics. At the coplanar $S_0$ geometry (identical for solution and solid phases), $S_1$ and $T_{Cz}$ are quasidegenerate, while at the solution $S_1$ geometry (featuring complete torsional distortion), $S_1$ and $T_1$ are quasidegenerate. While the 0.4-eV reorganisation energy of $S_1$ in solution leads to a large energy gap with respect to the negligibly changed (< 0.1 eV) $T_{Cz}$ state, the smaller 0.15-eV reorganisation energy of the partially rotated $S_1$ in the crystal leads to a 0.26-eV energy gap with respect to $T_{Cz}$ that is comparable to the $T_1-S_1$ energy gap of 0.17 eV at this geometry. The state labels have been coloured to reflect the emission energy ranges from these states, where observed experimentally. The inset details the results from multireference orbital optimisation for the non-solid-phase (solution) $T_1$ geometry of CMA1 in isolation. The values were calculated by Dr. Elliot Taffet.

5.4 Conclusions

In summary, we developed a method to crystallise CMA1 compounds in-situ using a polar, low glass-transition-temperature matrix and achieved nearly complete crystallisation of the entire thin film. Consequently, we are able to explore the impact of molecular geometry in a controlled manner, contrasting intersystem crossing and emission from constrained coplanar geometries with the behaviour of relaxed rotamers. We find that in the crystalline phase,
energetic disorder and the reorganisation energy for triplet diffusion are reduced. Crystallisation also leads to significantly blue-shifted charge-transfer emission. At low temperature, this shift is sufficient to allow observation of structured emission from triplets localised on the carbazole ligand. We explore these results using QM/MM calculations and find that a combination of restricted torsional relaxation and enhanced electrostatic interactions lead to the modification of the \( ^1 \text{CT} \) potential such that a more coplanar conformation is computed to be the equilibrium geometry, resulting in a blueshifted emission peak energy. Because quantum-chemical calculations suggest that the thermal activation energy for CT emission in the absence of spectral migration may be attributed to the exchange energy pushing \( S_1 \) above \( T_1 \) at a more coplanar triplet geometric optimum, the activation energy is not appreciably altered by material phase, that is, spin crossover does not rely on inter-ligand twisting to orthogonality. Similarly, while photo-induced absorption spectra in crystalline, amorphous and solution phases are distinct, the rate of intersystem crossing appears unaffected by the \( S_1 \) equilibrium conformation. We therefore infer that the fairly constant activation energy derived from temperature-dependent photoluminescence spectroscopy reflects the fixed exchange splitting inherent to an unmodified, more coplanar \( T_1 \) conformational distribution.

Remarkably, we find that at 300 K, emission rates from coplanar crystalline materials are very similar to those observed in the amorphous phase and in isolated, relaxed molecules in solution, despite a 400 meV difference in CT energy. Torsional distortion, in turn, insignificantly impacts the photophysics of TADF organometallics. The real impact comes from an incompletely twisted \( S_1 \) distribution of conformers that stabilises \( T_1 \), leading to spin-orbit-coupling kinetics that are uniform across CMA1 molecules in different material phases.
Chapter 6

Influence of the Heavy Atom Effect on the Photophysics of Carbene-Metal-Amide Light Emitters

6.1 Abstract

The effect of the heavy metal atom on the photophysics of coinage metal-bridged CMAs is explored through spectroscopical investigations to reveal the coupling mechanism responsible for the communication between the singlet and triplet manifolds. The photophysical properties do not reflect expected trends based upon the heavy atom effect as both direct ($^{1}\text{CT} \rightarrow ^{3}\text{CT}$) coupling and spin-vibronic coupling via a local triplet state $^{3}\text{LE}$ are present. The direct $^{1}\text{CT} \rightarrow ^{3}\text{CT}$ coupling is the weakest for CMA(Ag), making the spin-vibronic pathway via the $^{3}\text{LE}(\text{Cz})$ state important and the properties more sensitive to the CT–LE energy gap than for the Au and Cu-bridged analogues. The measured activation energy represents the exchange energy of the CT state and decreases in an order of CMA(Cu) > CMA(Au) > CMA(Ag), which is also closely related to the C-M-N bond length. These findings reveal that less interference between the CT and LE states and the minimisation of exchange energy are required for developing efficient CMA complexes.

This work was submitted as the manuscript Influence of the Heavy Atom Effect on the Photophysics of Carbene-Metal-Amide Emitters - Jiale Feng, Antti-Pekka M. Reponen, Alexander S. Romanov, Mikko Linnolahti, Manfred Bochmann, Neil Greenham, Thomas Penfold, Dan Credgington.

All the below work was carried out by myself except where stated. Dr. Thomas Penfold and Prof. Mikko Linnolahti performed the quantum-chemical calculations. Dr. Alexander S.
Romanov performed the molecular design and synthesis. Anti-Pekka M. Reponen helped with measuring the CMA(Cu) transient absorption spectrum.

6.2 Introduction

Carbene-metal-amides (CMAs) are a promising family of organometallic donor-bridge-acceptor photoemitters with potential for use in highly efficient light-emitting diodes. The prototype of this family firstly reported in the literature[32] employs a cyclic (alkyl)(amino)carbene (CAAC) acceptor and a carbazole (Cz) donor bridged by a coinage metal atom. Gold-bridged CMA emitters have been investigated in detail,[32, 132, 148, 167] and the other two coinage metals, Cu and Ag-bridged CMAs have also been demonstrated in OLED devices.[112, 130, 131, 136] However, the influence of spin-orbit coupling (SOC) provided primarily by the two-coordinate d\(^{10}\) coinage metal has not been explored experimentally. We have previously shown that direct SOC between singlet and triplet charge-transfer (CT) states is implicated in gold-bridged coinage metal variants,[133] in contrast with many prevailing models for SOC in organic TADF archetypes.[57, 59, 168, 169] Here we explore the influence of the heavy atom effect on the emission kinetics of CMAs.

We have shown that the charge-transfer (CT) states of gold-bridged CMAs can be shifted by around 210 meV relative to the ligand-centred locally-excited (LE) states through electrostatic interactions with host molecules in a solid matrix.[133] We use this method for tuning the CT–LE energy gap to provide a direct experimental probe of the coupling mechanism in these coinage metal-bridged CMAs.

We find that the strength of direct SOC between \(1\)CT–\(3\)CT reduces in the order CMA(Cu) > CMA(Au) > CMA(Ag) as a result of both decreased d-orbital contribution to the HOMO and LUMO and the decreased heavy metal effect. However, the spin-vibronic coupling between \(3\)CT and \(1\)CT via an intermediate state localised in the ligand \((3\)LE) does not vary significantly among the coinage metal CMAs. Spin-vibronic coupling become more important as the direct SOC strength drops, making the photophysical properties of CMA(Ag) very sensitive to the CT–LE energy gap. In contrast, for CMA(Au) and CMA(Cu), we find that the direct SOC between CT states remains the dominant effect, with activation energies insensitive to the CT energy.
6.3 Results and discussion

6.3.1 Coinage metal CMA molecules

The chemical structures of coinage metal CMAs are illustrated in Fig. 6.1. The highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) of three CMAs are shown in Fig. 6.2, calculated by density functional theory (DFT) utilising the hybrid MN15 functional with the def2-TZVP basis set. For all three CMAs, a large ground-state electrostatic dipole moment of around 15 D aligned along the carbene carbon (C)-metal (M)-amide nitrogen (N) axis is observed arising from the electron-deficient CAAC group and the electron-rich Cz group. Natural transition orbitals (NTO) of the S0 to S1 excitation are 98% HOMO-to-LUMO transition. The S1 state therefore has significant charge-transfer (CT) character, shifting electron density back from the amide to the carbene group. This reduces the electrostatic dipole moment to around 5 D and reverses its sign.[32, 140] This unusually large ground-state dipole and decreased excited state dipole are critical for upshifting the CT energy and probing the coupling mechanism of intersystem crossing (ISC).[133]

The bond length between the carbene carbon and the amide nitrogen C-M-N differs between three metal atoms, with silver-bridged CMA possessing the longest bond (4.099 Å) and thus the smallest HOMO/LUMO overlap, compared to 3.980 Å in CMA(Au) and 3.773 Å in CMA(Cu).

![Chemical structure of coinage metal bridged carbene-metal-amide (CMA) photoemitters.](image)

The steady-state absorption spectra of all three emitters in toluene show similarities as shown in Fig. 6.3: direct absorption to the singlet CT state at around 400 nm and ligand-centred excitations of carbene and amide groups at shorter wavelength. The strength of the CT band decreases in the order CMA(Au) > CMA(Cu) > CMA(Ag). CMA(Au) has a
Fig. 6.2 Highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) wavefunctions of coinage-metal-bridged CMAs from DFT calculations (MN15 functional/def2-TZVP basis set), red/green corresponds to positive/negative sign of wavefunctions. The calculations were performed by Prof. Mikko Linnolahti.

larger oscillator strength than CMA(Cu).[170] However, the CT band for CMA(Ag) is the weakest because it possesses the longest C-M-N distance, and as a result also a shallower torsional potential around the M-N bond, which makes it easier for CMA(Ag) to become distorted from the co-planar geometry. The increased distance and angle between the donor and acceptor reduces their overlap and thus simultaneously the oscillator strength for the transition.[170] Fig. 6.4 shows that the steady-state emission peaks of CMA(Au), CMA(Ag), and CMA(Cu) in toluene are around 528 nm, 544 nm, and 515 nm respectively at 300 K. These are all broad unstructured spectra consistent with emission from a CT state.
Fig. 6.3 Steady-state molar absorptivity spectra of CMA(Au), CMA(Ag), and CMA(Cu) in toluene at 300 K. Density is 0.5 mg/mL for all solutions. Molar concentration of CMA(Au) is $6.75 \times 10^{-4}$ M, CMA(Ag) is $7.68 \times 10^{-4}$ M and CMA(Cu) is $8.23 \times 10^{-4}$ M. The spectra were measured by Heather Goodwin.

Fig. 6.4 Steady-state photoluminescence spectra of CMA(Au), CMA(Ag), and CMA(Cu) in toluene at 300 K. Density is 0.5 mg/mL for all solutions. Excitation wavelength is 400 nm. The spectra were measured by Heather Goodwin.
6.3.2 Intersystem crossing rate of coinage metal CMAs in a non-polar solid-state matrix

To understand the effect of the metal on the excited state properties of the CMAs, we first measure the intersystem crossing (ISC) time using transient absorption (TA) spectroscopy of dilute solid films, shown in Fig. 6.5. We have previously shown that in both solid state and solution,[32, 133, 170] direct photoexcitation of the CT band for CMA materials populates a short-lived (ps) CT singlet state, which converts to a long-lived (ns-µs) species that shares kinetics with CT emission. We assign this long-lived species to the CT triplet, and consider the interconversion to represent ISC between CT states. Decomposition of the TA maps reveals two dominant independent time-varying species, which are assigned to short-lived singlets and long-lived triplets. The intersystem crossing time is estimated by the crossover of singlet and triplet kinetics, and shown in Fig. 6.5d and 6.6. The ISC time is 6.0 ps for CMA(Au), 32.2 ps for CMA(Ag), and 3.7 ps for CMA(Cu). These solid state measurements contrast with longer ISC times for CMA(Cu) and CMA(Ag) previously reported in dilute solution.[170] In the solid state, ISC is constrained to occur in the photoexcited ground-state geometry for which a coplanar arrangement of the donor and acceptor is preferred, while in solution, ISC occurs during or after relaxation towards the relaxed S\textsubscript{1} geometry (donor and acceptor close to orthogonal).[134, 170] The trend and timescales in dilute solid state are consistent with recent computational results which demonstrated that the rate of ISC for CMA(Ag) was the slowest as SOC between the \textsuperscript{1}CT–\textsuperscript{3}CT states was smallest, 2.58 cm\textsuperscript{-1}.[170] Moreover, the rapid ISC predicted for CMA(Cu) when compared with the other coinage metal bridges in a similar environment is likewise reproduced.
6.3 Results and discussion

Fig. 6.5 Room temperature transient absorption spectra of (a) 5 wt.% CMA(Au) in PS thin film, (b) 5 wt.% CMA(Ag) in PS thin film, and (c) 5 wt.% CMA(Cu) in PS thin film on picosecond-nanosecond time scales. The intensity is shown in $\Delta T/T$, the fractional change in transmission. Samples were pumped at 400 nm under 50 µW average pump power. (d) presents the normalised decomposed singlet kinetics of CMA(Au), CMA(Ag), and CMA(Cu). The intersystem crossing time of each sample is estimated by the crossover of singlet and triplet kinetics labelled by spots, around 6.0 ps for CMA(Au), 32.2 ps for CMA(Ag), and 3.7 ps for CMA(Cu). Solid lines are a guide to the eye. The triplet growth kinetics is not included for clarity. Full kinetics are shown in Fig. 6.6. Spectral decomposition is achieved by isolating co-varying regions of the TA spectra by iterative application of a genetic algorithm (GA). The full details of this approach is described in references[160, 161]. Singular value decomposition of the TA maps reveals two dominant components. As such, the genetic algorithm was restricted to find two independent time-varying species.
Fig. 6.6 Kinetics of singlet and triplet species decomposed from transient absorption spectra in Fig. 6.5 of (a) 5 wt.% CMA(Au) in PS thin film, (b) 5 wt.% CMA(Ag) in PS thin film, and (c) 5 wt.% CMA(Cu) in PS thin film on picosecond-nanosecond time scales. Singlet and triplet species are both normalised. Solid lines are a guide to the eye. The intersystem crossing (ISC) time of each sample is estimated by the crossover of singlet and triplet kinetics labelled by spots, around 6.0 ps for CMA(Au), 32.2 ps for CMA(Ag), and 3.7 ps for CMA(Cu). Spectral decomposition is achieved by isolating co-varying regions of the TA spectra by iterative application of a genetic algorithm (GA). The full details of this approach is described in reference[160, 161]. Singular value decomposition of the TA maps reveal two dominant components. As such, the genetic algorithm was restricted to find two independent time-varying species.
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6.3.3 Photophysical characterisations of coinage metal CMAs in a non-polar solid-state matrix

We first examine doping the emitters in polystyrene (PS), which is considered an electronically and electrostatically inert matrix for photophysical investigations,[171] and therefore will not exert a strong influence on the CMA emitters or shift the CT state energy. Fig. 6.7, Fig. 6.8 and Fig. 6.9 present the steady-state absorption and photoluminescence (PL) spectra of CMA(Cu), CMA(Ag), and CMA(Au) doped into PS host at concentrations from 100% (neat film) to 5% by weight. PL spectra gradually blueshift on dilution, by around 70 meV for CMA(Au), 75 meV for CMA(Cu) and 87 meV for CMA(Ag), which is interpreted as dilution limiting diffusional relaxation through the disordered density of states.[133] The luminescence lifetime of coinage metal CMAs remains relatively constant against concentration in host, with CMA(Ag) the fastest (0.65 ± 0.05 µs), CMA(Cu) the slowest (2.62 ± 0.06 µs), and CMA(Au) in between (1.02 ± 0.05 µs), see Fig. 6.10, Fig. 6.11 and Fig. 6.12. Lifetimes at all concentrations are tabulated in Table 6.1. Note that the dependence of these luminescence lifetimes on bridge atomic number contrasts with that of the ISC times measured using TA. The luminescence rate of all three CMAs in PS is strongly temperature dependent. The cryogenic steady state PL of CMA(Cu) and CMA(Au) remains unstructured, see Fig. 6.13 and Fig. 6.14. We interpret this as indicating that in PS matrix PL primarily arises from CT emission for these compounds at all temperatures. The only difference upon cooling is a slight blueshift in the steady-state PL, which we interpret as due to the restriction of triplet diffusion at low temperature.[133] The luminescence lifetime increases by a factor of 50 for CMA(Au)[133] and 15 for CMA(Cu) at 10 K compared to 300 K. The thermal activation energy extracted from the temperature dependent PL decay rate is of CT emission for CMA(Cu) around 103 meV and CMA(Au) around 75 meV in PS.[133]

In contrast, for the silver-bridged CMA, shown in Fig. 6.16 and Fig. 6.17, the emission spectrum transforms below 150 K and structured emission consistent with triplets localised on the carbazole ligand \(^{3}\)LE(Cz) (shown in Fig. 6.18) appears and begins to compete with the unstructured CT emission in the steady state PL. This drastically increases the luminescence lifetime by a factor of 700 at 10 K compared to 300 K, as \(^{3}\)LE(Cz) is only very weakly dipole-coupled to the electronic ground state.
Fig. 6.7 Steady-state absorption and photoluminescence of CMA(Cu) in PS host at different concentrations. Excitation wavelength is 350 nm.

Fig. 6.8 Steady-state absorption and photoluminescence of CMA(Ag) in PS host at different concentrations. Excitation wavelength is 350 nm.
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Fig. 6.9 Steady-state absorption and photoluminescence of CMA(Au) in PS host at different concentrations. Excitation wavelength is 350 nm.

Fig. 6.10 Room temperature emission integral of CMA(Cu) in PS composites, with 1-(1/e) labelled as the characteristic luminescence lifetime.
Fig. 6.11 Room temperature emission integral of CMA(Ag) in PS composites, with 1-(1/e) labelled as the characteristic luminescence lifetime.

<table>
<thead>
<tr>
<th>Concentration</th>
<th>CMA(Au)</th>
<th>CMA(Ag)</th>
<th>CMA(Cu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% CMA in PS</td>
<td>1069</td>
<td>598</td>
<td>2675</td>
</tr>
<tr>
<td>10% CMA in PS</td>
<td>1035</td>
<td>630</td>
<td>2658</td>
</tr>
<tr>
<td>30% CMA in PS</td>
<td>1050</td>
<td>707</td>
<td>2630</td>
</tr>
<tr>
<td>50% CMA in PS</td>
<td>1003</td>
<td>673</td>
<td>2634</td>
</tr>
<tr>
<td>80% CMA in PS</td>
<td>1067</td>
<td>644</td>
<td>2578</td>
</tr>
<tr>
<td>Neat film</td>
<td>970</td>
<td>685</td>
<td>2550</td>
</tr>
</tbody>
</table>

Table 6.1 Luminescence lifetime of CMA(Au), CMA(Ag), and CMA(Cu) in PS host varying concentrations from 5 wt.% to neat CMA films. Luminescence lifetime was measured in vacuum with sample excited by 400 nm laser. Luminescence lifetime was determined by the time when the emission reaches 1-(1/e) of the total time-integrated emission.
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Fig. 6.12 Room temperature emission integral of CMA(Ag) in PS composites, with 1-(1/e) labelled as the characteristic luminescence lifetime.

Fig. 6.13 Temperature dependent steady-state photoluminescence of 10% CMA(Cu) in PS thin film. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Excitation wavelength is 400 nm.
Fig. 6.14 Temperature dependent steady-state photoluminescence of 10% CMA(Au) in PS thin film. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Excitation wavelength is 400 nm.

Fig. 6.15 Cryogenic emission integral of 10% CMA(Cu) in PS with 1-(1/e) labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements.
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Fig. 6.16 Cryogenic emission integral of 10% CMA(Ag) in PS with 1-(1/e) labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements.

Fig. 6.17 Temperature dependent steady-state photoluminescence of 10% CMA(Ag) in PS thin film. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Excitation wavelength is 400 nm.
Fig. 6.18 Steady-state photoluminescence of CMA(Au), CMA(Ag), and CMA(Cu) in 2-MeTHF at 77 K. Structured PL is from the triplet localised to the carbazole donor (Cz), denoted as $^3\text{LE(Cz)}$. Solutions were deoxygenated and sealed in cuvette. Concentration is 1 mg/mL for all solutions. The peak position is 426 nm, 433 nm, 430 nm for CMA(Au), CMA(Ag), and CMA(Cu) respectively. Excitation wavelength is 350 nm. The spectra were measured by Dr. Alex Romanov.
6.3.4 Photophysical characterisations of coinage metal CMAs with the presence of strong solid-state electrostatic interactions

We have previously shown that strong electrostatic interactions between the CMA emitters and polar host molecules are able to upshift the CT state energies relative to the triplets localised to the carbazole donor $^3\text{LE}$(Cz).[133] The small-molecule host diphenyl-4-triphenylsilyl-phenyl-phosphine oxide (TSPO1) with a large permanent electric dipole moment of 4.1 D is a suitable candidate.[133] Steady state absorption and photoluminescence spectra of CMA(Cu), CMA(Ag), and CMA(Au) in TSPO1 host at various concentrations are shown in Fig. 6.19, Fig. 6.20 and Fig. 4.16, where large PL blueshift is observed: 134 meV, 161 meV, and 210 meV for Cu, Ag and Au-bridged CMA respectively when decreasing the doping concentration from neat films to 5 wt.% CMAs:TSPO1 composite films. In contrast to PS, the luminescence lifetime increases 2.4 times for CMA(Cu) from 2.566 µs (neat film) to 6.156 µs (5%), 7.6 times for CMA(Ag) from 0.598 µs (neat film) to 4.564 µs (5%), and 1.4 times for CMA(Au) from 0.97 µs (neat film) to 1.4 µs (5%), see Fig. 6.21, Fig. 6.22 and Fig. 4.17. These values are tabulated in Table 6.2.

Fig. 6.23 shows the time-resolved emission peak position of CMA(Cu) in TSPO1 as a function of concentration, where the redshift is due to the energy relaxation via the triplet diffusion in the density of states (DOS) of CT state, similar to that previously observed for CMA(Au).[133] By contrast, the emission peak position of CMA(Ag) blueshifts with time at doping concentrations below 50 wt.%, see Fig. 6.24. The reason is that $^3\text{CT}$ states with higher energy in the density of states are closer in energy to the $^3\text{LE}$(Cz). Mixing between the $^3\text{CT}$ and $^3\text{LE}$(Cz) prolongs the overall luminescence lifetime since the emission rate from the $^3\text{CT}$ state is much lower than that of the CT state. The $^3\text{CT}$ DOS is energetically broad, and since lower-energy CT triplets mix less with $^3\text{LE}$(Cz), they are observed to emit at earlier times. This admixed PL becomes clearer at low temperature due to the thermally-activated nature of CT emission.

On cooling, the luminescence lifetime of 10% CMA(Cu) in TSPO1 increases by approximately a factor of 7.3, from 6.4 µs at 300 K to 46.8 µs at 10 K, see Fig. 6.25. Low-temperature steady state PL shows that the photoluminescence is still predominantly of CT character above 150 K, but below this, structured features begin to emerge, as shown in Fig. 6.26. The activation energies extracted from the PL decay rate of 10% and 80% CMA(Cu) in TSPO1 host are 103 meV and 105 meV, which are in good agreement with value of 102 meV yielded from 10% CMA(Cu) in PS, see Fig. 6.27. However, activation energies yielded from the integrated PL intensity against temperature are lower than those from the PL decay rate: 70 meV (10% CMA(Cu) in TSPO1), 65 meV (80% CMA(Cu) in TSPO1) and 74 meV (10% CMA(Cu) in PS), see Fig. 6.29. In this case, the key difference between the two
measurements is that the former incorporates non-radiative decay processes, indicating that the non-radiative decay rate in CMA(Cu) has a significant thermally activated component, in contrast to CMA(Au)[133] and consistent with typically lower photoluminescence and electroluminescence quantum efficiency measured at ambient temperature.[32, 129] However, activation energy does not change with the 3CT−3LE(Cz) energy gap, and we thus infer that 3LE(Cz) is not significantly involved in the intersystem crossing in CMA(Cu).

At low temperature, the luminescence lifetime of 10% CMA(Ag) in TSPO1 increases by a factor of 275, from 1.7 µs at 300 K to 466 µs at 10 K, see Fig. 6.30. Low-temperature steady state PL shows a distinct transition from mainly unstructured CT emission to the emission dominated by the structured features from the 3LE(Cz) state (see Fig. 6.18) below 150 K, see Fig. 6.31. This simultaneously transforms the shape of emission integral at low temperature. The emission spectra evolve significantly over time, with unstructured CT emission on ns timescales, and long-lived, higher-energy 3LE(Cz) emission on µs timescales. Spectral evolution over time for 10% CMA(Ag) in TSPO1 at 10 K is shown in Fig. 6.32. In contrast to CMA(Au) and CMA(Cu), the activation energies yielded from the PL decay rate for CMA(Ag) are dependent on the 3CT−3LE(Cz) energy gap: 39 meV for 10% CMA(Ag) in PS, 40 meV for 80% CMA(Ag) in TSPO1 and 114 meV for 10% CMA(Ag) in TSPO1, see Fig. 6.33. While we consider the former two measurements to represent the thermal activation in the absence of significant interference of a nearby 3LE(Cz) state, consistent with other reports,[130] the latter measurement represents a regime with strong interference between CT and 3LE(Cz) states. For CMA(Ag), the integrated PL intensity does not show a simple thermally-activated growth, which indicates that non-radiative decay in CMA(Ag) is significantly thermally activated. This is consistent with the relatively low luminescence quantum efficiency and electroluminescence quantum efficiency reported for Ag compounds vs Au analogues.[112, 130]

<table>
<thead>
<tr>
<th>Model</th>
<th>CMA(Au)</th>
<th>CMA(Ag)</th>
<th>CMA(Cu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% CMA in TSPO1</td>
<td>1400</td>
<td>4530</td>
<td>8236</td>
</tr>
<tr>
<td>10% CMA in TSPO1</td>
<td>1330</td>
<td>3359</td>
<td>7262</td>
</tr>
<tr>
<td>30% CMA in TSPO1</td>
<td>1190</td>
<td>3280</td>
<td>4693</td>
</tr>
<tr>
<td>50% CMA in TSPO1</td>
<td>1180</td>
<td>1729</td>
<td>4216</td>
</tr>
<tr>
<td>80% CMA in TSPO1</td>
<td>1010</td>
<td>1062</td>
<td>3758</td>
</tr>
<tr>
<td>Neat film</td>
<td>970</td>
<td>685</td>
<td>2550</td>
</tr>
</tbody>
</table>

Table 6.2 Luminescence lifetime of CMA(Au), CMA(Ag), and CMA(Cu) in TSPO1 host varying concentrations from 5 wt.% to neat CMA films. Luminescence lifetime was measured in vacuum with the sample excited by 400 nm laser. Luminescence lifetime was determined by the time when the emission reaches 1-(1/e) of the total time-integrated emission.
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Fig. 6.19 Steady-state absorption and photoluminescence of CMA(Cu) in TSPO1 host at different concentrations. Excitation wavelength is 350 nm.

Fig. 6.20 Steady-state absorption and photoluminescence of CMA(Ag) in TSPO1 host at different concentrations. Excitation wavelength is 350 nm.
Fig. 6.21 Room temperature emission integral of CMA(Cu) in TSPO1 composites, with $1-(1/e)$ labelled as the characteristic luminescence lifetime.

Fig. 6.22 Room temperature emission integral of CMA(Ag) in TSPO1 composites, with $1-(1/e)$ labelled as the characteristic luminescence lifetime.
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Fig. 6.23 Room temperature time-resolved PL peak energy of CMA(Cu) in TSPO1 at different concentrations to track the spectral diffusion.

Fig. 6.24 Room temperature time-resolved PL peak energy of CMA(Ag) in TSPO1 at different concentrations to track the spectral diffusion.
Fig. 6.25 Cryogenic emission integral of 10% CMA(Cu) in TSPO1 with 1-(1/e) labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements.

Fig. 6.26 Temperature dependent steady-state photoluminescence of 10% CMA(Cu) in TSPO1. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Excitation wavelength is 400 nm.
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Fig. 6.27 PL decay rate of 10% and 80% concentration of CMA(Cu) in TSPO1 and 10% in PS at different temperatures as a function of 1/Temperature. PL decay rate is the reciprocal of the characteristic luminescence lifetime from the cryogenic emission integral. The activation energies $E_A k$ are yielded from the Arrhenius fit.

Fig. 6.28 Temperature dependent steady-state photoluminescence of 10% CMA(Au) in TSPO1. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Excitation wavelength is 400 nm.
Fig. 6.29 PL decay rate and integrated PL intensity plotted against temperature of 10% and 80% CMA(Cu) in TSPO1 host and 10% CMA(Cu) in PS host. Both the PL decay rate and the integrated PL intensity are thermally activated and can be fitted by the Arrhenius equation. For 10% CMA(Cu) in TSPO1: the activation energy extracted from the PL decay rate $E_A k = 103$ meV and the activation energy extracted from the integrated PL intensity $E_A PL = 70$ meV. For 80% CMA(Cu) in TSPO1: $E_A k = 105$ meV and $E_A PL = 65$ meV. For 10% CMA(Cu) in PS: $E_A k = 102$ meV and $E_A PL = 74$ meV.
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Fig. 6.30 Cryogenic emission integral of 10% CMA(Ag) in TSPO1 with 1-(1/e) labelled as the characteristic luminescence lifetime. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements.

Fig. 6.31 Temperature dependent steady-state photoluminescence of 10% CMA(Ag) in TSPO1. “Initial” data taken at 300 K before cooling the film to 10 K, “Final” data upon warming back to 300 K after low-temperature measurements. Excitation wavelength is 400 nm.
Fig. 6.32 Time-resolved photoluminescence spectra of 10% CMA(Ag) in TSPO1 at 10 K. After initial photoexcitation (noted as time zero) by a 400 nm laser. Unstructured early-time emission (5 ns and 100 ns) is from the charge-transfer (CT) state, which is thermally activated and the redshifted emission is due to energy relaxation within the density of states. Emission rate from CT state is highly suppressed at low temperature so the long-lived locally-excited carbazole triplets $^3\text{LE}(\text{Cz})$ dominate the emission at longer time (3 µs, 20 µs, 100 µs and 900 µs).

Fig. 6.33 PL decay rate of 10% and 80% concentration of CMA(Ag) in TSPO1 and 10% in PS at different temperatures as a function of $1/\text{Temperature}$. PL decay rate is the reciprocal of characteristic luminescence lifetime from cryogenic emission integral. The activation energies $E_A k$ are yielded from the Arrhenius fit.
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6.3.5 Discussion of the luminescence mechanism of the coinage metal CMAs

In the previous sections, we have presented the effect of the coinage metal and host molecules on the excited state properties of coinage metal-bridged CMA complexes. We find that the intersystem crossing (ISC) and triplet harvesting in coinage metal CMAs do not follow the trend expected for the heavy atom effect. The ISC rate is quantitively consistent with the quantum dynamics simulations of Penfold et al. with a trend of CMA(Cu) > CMA(Au) > CMA(Ag) observed.[170] CMA(Cu) exhibits a higher rate than CMA(Au) due to its stronger direct $^{1}\text{CT} \rightarrow ^{3}\text{CT}$ coupling, resulting from the larger metal d-orbital contribution to the lowest lying CT excited states in CMA(Cu). The spin-orbit coupling matrix elements (SOCMEs) are dominated by an internal effect concerning the character of the states involved in the transition as outlined in the El-Sayed rules,[63] rather than the external heavy atom effect.[51, 134, 170, 172] CMA(Ag) has the smallest SOCMEs $2.58 \text{ cm}^{-1}$ because the metal d-orbitals mix weakly to the lowest lying CT states similar to Au, and the external heavy atom effect of Ag further reduces the size of the SOCMEs.[170] Given the weak coupling strength between two CT states, recent work states that in order to achieve effective ISC in CMA(Ag), coupling to an intermediate state localised to the donor or acceptor ligands (“LE” states) is preferred.[170]

For each CMA, electrostatic interactions with the host are shown to blueshift the CT states. However, the LE states discussed in the previous paragraph are insensitive to interactions with the environment, which consequently alters the CT–LE energy gap. In principle while both the $^{3}\text{LE(CAAC)}$ and $^{3}\text{LE(Cz)}$ states,[170] could play a role, the former appears energetically inaccessible in practice. However, $^{3}\text{LE(Cz)}$ is observed in some cases, such as CMA(Ag) in TSPO1. The activation energy is consistent for all CT states for CMA(Au) and CMA(Cu), and for CMA(Ag) where $^{3}\text{LE(Cz)}$ emission is not observed. The emission process, which we take to be analogous with organic TADF, requires thermal mixing of $^{3}\text{CT}$ with $^{1}\text{CT}$.[25, 45] We interpret the activation energies measured therein to correspond to the energy barrier for this process. CMA(Cu) exhibits the highest energy barrier, of 100 meV, CMA(Au) an intermediate barrier (70 meV) and CMA(Ag) the lowest energy barrier (40 meV). The energy barriers and thus the shortest luminescence lifetime of CMA(Ag) agree with the findings by Thompson and coworkers.[130] These energy scales correspond to the value $\Delta E_{ST}$ commonly reported in the organic TADF literature.[25, 28, 46, 60] However, where $^{3}\text{CT}$ and $^{3}\text{LE(Cz)}$ are close proximity, the nature of the energy barrier changes, and we interpret this as the energy required to escape a local $^{3}\text{LE(Cz)}$ and access states in the $^{3}\text{CT}$ manifold – similar to the type-III TADF model in the current literature,[59, 168] but with the important caveat that it is $^{1}\text{CT} \rightarrow ^{3}\text{CT}$ coupling which provides the luminescence pathway. The interference
from the $^3\text{LE(Cz)}$ state greatly increases the luminescence lifetime of CMA(Ag) whereas for CMA(Au) and CMA(Cu) where the direct coupling between CT states is strong the $^3\text{LE(Cz)}$ state is not significantly involved in ISC.

For all compounds, ISC occurs on the picosecond timescale and is therefore not a rate-limiting step for emission, and indeed there is little correlation between the ISC and luminescence rates. Instead, our data supports the hypothesis that it is access to molecular configurations that permits mixing of $^1\text{CT}$ and $^3\text{CT}$ which represents the rate-limiting step. Accessing such configurations is easier in CMA(Ag), owing to its flatter ground and excited state potential along torsional degree of freedom[170] allowing the highest radiative rates. By contrast, despite showing stronger SOC, CMA(Cu) shows low radiative rates due to its higher activation energy. The correlation between C-M-N bond length and activation energy, with the former influencing HOMO-LUMO overlap, suggests that activation energy is closely related to the exchange energy of the CT state. Longer, more flexible, bonds, may also play a part in allowing easier reorganisation, but may also contribute to nonradiative decay. The activation energy therefore represents the energy of an internal reorganisation of the CT state, for instance by altering its symmetry, and in most cases, it does not represent the energy needed to access a discrete state of different quantum mechanical character.

6.4 Conclusions

In conclusion, we have investigated the heavy atom effect on the coinage-metal bridged CMAs to reveal its influence on the intersystem crossing and luminescence mechanism. We find that the photophysical properties do not reflect expected trends based upon the heavy atom effect as both direct ($^1\text{CT} - ^3\text{CT}$) coupling and spin-vibronic coupling via a local triplet state $^3\text{LE(Cz)}$ are present. The combination of the small contribution from the Ag d-orbitals to the lowest-lying CT states and lighter metal atom renders the weakest direct $^1\text{CT} - ^3\text{CT}$ coupling for CMA(Ag) and thus the slowest ISC rate, making the spin-vibronic coupling more important and the photophysical properties more sensitive to the CT–LE energy gap than the Au and Cu-bridged analogues. The activation energy measured from photoluminescence spectroscopy stays relatively constant for all CT states for CMA(Au), CMA(Cu) and for CMA(Ag) where $^3\text{LE(Cz)}$ is not significantly involved. We infer the activation energy represents the thermal energy required for mixing the $^3\text{CT}$ and $^1\text{CT}$ states for luminescence. However, where the CT–LE gap is diminished, strong interference from $^3\text{LE(Cz)}$ state makes the spin-vibronic coupling dominant in CMA(Ag) and strongly retards the emission rate.
The development of CMA complexes for high efficiency OLEDs, which rely on high radiative decay rates and high luminescence quantum efficiency, therefore requires the removal of parasitic local triplet states close to the CT energy and the minimisation of exchange energy. In this respect, the design rules for such a compound echo those initially developed for organic TADF compounds, before the concept of spin-vibronic coupling between states of different character was introduced as an appropriate model.
Chapter 7

Conclusions and Outlook

This thesis presents three main investigations into the effects of solid-state intermolecular interactions on the triplet excitons in a new family of organometallic light emitters, carbene-metal-amides (CMAs). The motivation is to understand the electrostatic effects on the energy landscape, the link between molecular conformations and photophysical properties, and the triplet harvesting mechanism, by employing various spectroscopy techniques, structural characterisations, and simulations. This chapter will first summarise the key findings and then discuss future work worth investigating in the field.

7.1 Influence of triplet diffusion and electrostatic interactions

Chapter 4 investigates the triplet diffusion process and the effects of electrostatic interactions on the excited states, especially the CT states, of gold-bridged CMA1 emitters. The approach of shifting the CT state is then utilised to probe the ISC mechanism in CMA1. CMA1 emitters hosted by non-polar PVK and polar TSPO1 molecules were examined, in order to compare the photophysics without/with the presence of strong electrostatic interactions. Contributions from both thermally activated diffusion and electrostatic interactions upshift the CT energy by around 200 meV. However, this blueshift results in no significant change in intersystem crossing rate, slightly increased luminescence lifetime, and no significant change in thermal activation energy. The experimentally obtained energy relaxation process can be reproduced by Monte Carlo simulations, where triplet diffusion within the density of states can be modelled by using a Marcus-type hopping rate. The mean energy and width of the density of states changes as the host-guest electrostatic interactions are varied. The energies of locally-excited states are relatively insensitive to the electrostatic interactions.
Therefore, the tunability of the CT-LE energy gap provides an experimental approach to probe the triplet harvesting mechanism and the coupling between the T<sub>1</sub> and S<sub>1</sub> states. By examining the molecular symmetry, there is likely to be no direct spin-orbit coupling between charge transfer states (S<sub>1</sub> and T<sub>1</sub>) and ligand-centred excited states localised to the carbazole, since they transform as the same irrep. However, some higher-lying CT states, for example LUMO-1 to HOMO are able to interact with S<sub>1</sub> and T<sub>1</sub>. From the experimental evidence that CMA1 photophysics is insensitive to the CT energy, it is reasonable to suggest that CT−CT coupling plays a more important role than CT−LE coupling, opening up a design rule for the realisation of rapid triplet emission. This solid-state solvatochromism can be generalised to a range of gold-bridged CMAs, universally blueshifting the emission by around 200 meV. This approach should be directly transferrable to other charge-transfer type emitters possessing large permanent dipole moment, allowing host-guest interactions to be used as a tool to tune electroluminescence in OLED devices over a significant range into the blue spectral region without chemical modifications to the emitters.

7.2 Influence of nuclear reorganisation and polarisation

Chapter 5 investigates the link between the molecular conformation and photophysical behaviour of CMA1 by developing a new method to crystallise CMA1 as thin films using a polar, low glass-transition temperature matrix. Since previous investigations of CMAs and broader TADF-type emitters mainly centred around the amorphous phase and solution phase where molecules are free to relax, crystallisation provides constrained coplanar geometries of the emitters, so that the conformation-photophysics link can be explored in a controlled manner. In the crystalline phase, energetic disorder of the density of states and the reorganisation energy for triplet diffusion decrease. Charge-transfer emission of the crystalline phase greatly blueshifts by around 400 meV compared to the amorphous phase. At low temperature, this large shift, and thus decreased CT−LE energy gap, allows the structured emission from triplets localised on the carbazole ligand to be uncovered. Quantum-chemical calculations find that a combined effect of restricted torsional relaxation and enhanced electrostatic interactions modifies the <sup>1</sup>CT potential, rendering a more coplanar conformation as the equilibrium geometry and a blueshifted emission peak energy. The thermal activation energy derived from temperature-dependent photoluminescence spectroscopy is fairly constant across different materials phases, which, as calculations suggest, can be attributed to the exchange energy between S<sub>1</sub> and T<sub>1</sub> at an unmodified, more coplanar triplet geometric optimum. While the photo-induced absorption spectra in crystalline, amorphous and solution phases are distinct, the rate of intersystem crossing appears unaffected by the S<sub>1</sub> equilibrium
conformation, which suggests that the spin crossover does not rely on inter-ligand twisting to orthogonality. Surprisingly, at 300 K, emission rates from coplanar crystalline materials are close to those measured in the amorphous phase and in isolated, relaxed molecules in solution, despite a 400 meV shift in CT energy. Torsional distortion does not significantly impact the photophysics of TADF organometallics. The photophysics is largely determined by the more coplanar T \textsubscript{1} state, which is accessible in different materials phases and thus renders a uniform spin-orbit-coupling kinetics. The effect of polarisation is consistent with the host-guest electrostatic interactions investigated in Chapter 4. Since CMA1 possesses a large ground-state dipole moment, closed-packed crystalline phase yields a large polarisation energy, which largely blueshifts the charge-transfer emission.

### 7.3 Influence of the heavy atom effect

Chapter 6 investigates the heavy atom effect on the coinage-metal bridged CMAs to reveal its influence on the intersystem crossing and luminescence mechanism. We find that the photophysical properties do not reflect expected trends based on the heavy atom effect as both direct (\textsuperscript{1}CT–\textsuperscript{3}CT) coupling and spin-vibronic coupling via a local triplet state \textsuperscript{3}LE(Cz) are present. The combination of the small contribution from the Ag d-orbitals to the lowest-lying CT states and the lighter metal atom gives the weakest direct \textsuperscript{1}CT–\textsuperscript{3}CT coupling for CMA(Ag) and thus the slowest ISC rate, making the spin-vibronic coupling more important and the photophysical properties more sensitive to the CT–LE energy gap than the Au and Cu-bridged analogues. The activation energy measured by photoluminescence spectroscopy stays relatively constant for all CT states for CMA(Au), CMA(Cu) and for CMA(Ag) where \textsuperscript{3}LE(Cz) is not significantly involved. We infer the activation energy represents the thermal energy required for mixing the \textsuperscript{3}CT and \textsuperscript{1}CT states for luminescence. However, where the CT–LE gap is diminished, strong interference from \textsuperscript{3}LE(Cz) state makes the spin-vibronic coupling dominant in CMA(Ag) and greatly retards the emission rate. The development of CMA complexes for high efficiency OLEDs, which rely on high radiative decay rates and high luminescence quantum efficiency, therefore requires the removal of parasitic local triplet states close to the CT energy and the minimisation of exchange energy. In this respect, the design rules for such a compound echo those initially developed for organic TADF compounds before the concept of spin-vibronic coupling between states of different character was introduced as an appropriate model.
7.4 Outlook and concluding remarks

Understanding and managing the coupling mechanism between the singlet and triplet excitons are of significant importance in organic semiconductors. In the context of light-emitting organic molecules, breakthrough of manipulating the triplet excitons revolutionises the field and realises broader commercial applications of displays and lightings, from the fluorescence-type emitters, to the phosphorescence-type emitters, to the TADF-type emitters, and to the hybrid-type CMA emitters. While the workhorse molecules employed in this thesis are mainly gold-bridge CMAs and the two silver- and copper-bridged analogues, these three serve as the archetypes of almost all CMA-type emitters and the effects of solid-state interactions are universally observed. For example, Using highly-polar hosts are able to shift the original sky-blue electroluminescence in OLED devices into deep-blue spectral region while preserving high efficiency and stability.[132, 167] The dual effects of heavy metal atoms and the ligand-centred molecular orbitals in these organometallic compounds provides multiple channels for intersystem crossing, thereby opening up new possibilities for molecular design.

We note that while all experiments in this thesis were focused on the CMA-type emitters, the effects of solid-state interactions are not specific and limited to the CMAs.[61, 138] The methods and findings developed here can be extended to the wider context of all-organic emitters. There are still some remaining questions to answer, for example, which vibrational modes in a CMA-type or generally a TADF-type molecule are most relevant to the efficient ISC, and non-radiative loss mechanisms in inefficient emitters. Arguments in the literature also centre around whether flexible molecular conformation is beneficial or detrimental to the ISC.[136, 173, 174] Time-resolved vibrational spectroscopy is a suitable technique to potentially investigate these questions, which probes the dynamic information about the geometries of molecules in the excited states and allows one to relate the structural dynamics to the dynamics of excited species.[174]

Furthermore, spin-sensitive techniques such as transient electron paramagnetic resonance (EPR) spectroscopy are useful in detecting and determining the nature of paramagnetic excited states, such as triplet excitons. This is particularly attractive for studying organic electronics as predominantly triplet excitons are formed after excitation.[175] Compared with optical spectroscopy, EPR allows us to directly probe triplet states by detecting the resonances between the triplet sublevels. Since the triplet sublevel populations are sensitive to the molecular geometry as well as the triplet precursor state, EPR spectroscopy is able to reveal the underlying ISC mechanism.[145] Paramagnetic states with higher spin multiplicity can also be assigned, such as the quintet states from two coupled triplets after singlet fission.[176] EPR spectroscopy is also particularly useful in examining the (de)localisation
of triplet excitons in organic semiconductors and connecting it to the electronic structure, molecular conformation, and environmental effects such as solid-state interactions. In TADF emitters, this helps to distinguish between LE and CT states which can support the information obtained from the optical spectroscopy, although EPR has not yet been employed to study TADF solid-state interactions.

In summary, the work described in this thesis contributes to the management of triplet excitons via solid-state interactions in organic light emitters, highlighting the diffusion process, the electrostatic interactions with surrounding molecules, the link between molecular conformations and photophysical properties, and heavy-atom effects. These findings open up new research avenues in the control of triplet-singlet upconversion for optoelectronic applications.
References


References


References


